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1 Branching rules

Let g be a semisimple complex Lie algebra of rank r, with fundamental weights ω1, . . . , ωr.
Denote by V (λ; g) the irreducible g-module of highest weight λ =

∑r
i=1 λiωi, λi ∈ Z>0. For h

a subalgebra of g, let V (λ; g)|h be the restriction of V (λ; g) to h. Generally, the h-module
V (λ; g)|h is not irreducible, and the branching problem refers to the problem of determining the
multiplicities multλ(µ) in

V (λ; g)|h =
⊕
µ

multλ(µ)V (µ; h), (1.1)

where µ runs over the weights indexing the irreducible h-modules, see, e.g., [18, 19, 25]. When
multλ(µ) 6 1 for all µ we say that the branching rule (1.1) is multiplicity free.

Proposition 1.1. Let g = sl(2n,C), h = sp(2n,C) with canonical embedding h ↪→ g. For
m, r, p integers such that 1 6 r 6 n and 0 6 p 6 m,

V
(
pωr−1 + (m− p)ωr; g

)∣∣
h

=
⊕

m0,...,mr>0
m0+m1+···+mr=m
mr−1+mr−3+···=p

V
(
m1ω1 + · · ·+mrωr; h).

This paper is a contribution to the Special Issue on Elliptic Integrable Systems, Special Functions and Quan-
tum Field Theory. The full collection is available at https://www.emis.de/journals/SIGMA/elliptic-integrable-
systems.html

mailto:chlee@kias.re.kr
mailto:rains@caltech.edu
mailto:o.warnaar@maths.uq.edu.au
https://doi.org/10.3842/SIGMA.2020.142
https://www.emis.de/journals/SIGMA/elliptic-integrable-systems.html
https://www.emis.de/journals/SIGMA/elliptic-integrable-systems.html


2 C.-h. Lee, E.M. Rains and S.O. Warnaar

For p = 0 this is Proctor’s branching rule [34, Lemma 4] (see also [31, Theorem 2.6]), and
for general p it is equivalent to the following combinatorial identity of Krattenthaler [21, equa-
tion (3.3)]. Given a partition λ, let λ′ be its conjugate and lo(λ) the number of odd parts of λ.
Moreover, for λ ⊂ (mr) (i.e., λ = (λ1, . . . , λr) such that 0 6 λr 6 · · · 6 λ1 6 m), let (mr)−λ be
shorthand for the complement of λ with respect to (mr) (i.e., (mr)− λ = (m− λr, . . . ,m− λ1).
Then

s(mr−1,m−p)
(
x±1 , . . . , x

±
n

)
=

∑
λ⊂(mr)

lo(λ′)=p

sp2n,(mr)−λ(x1, . . . , xn). (1.2)

Here sλ and sp2n,λ are the Schur function and symplectic Schur function indexed by the par-

tition λ respectively [25, 26], and f
(
x±1 , . . . , x

±
n

)
:= f

(
x1, x

−1
1 , . . . , xn, x

−1
n

)
. For a more gen-

eral, not necessarily multiplicity-free V (λ; sl(2n,C))|sp(2n,C)-branching rule, which is consistent
with (1.2) and which is expressed in terms of Littelmann paths, we refer to [29, 47].

Krattenthaler’s Schur function identity (1.2) follows from a more general identity of his for
the universal symplectic characters spλ = spλ(x1, x2, . . . ) introduced by Koike and Terada [19].
The latter specialise to the symplectic Schur functions as

spλ
(
x±1 , . . . , x

±
n , 0, 0, . . .

)
=

{
sp2n,λ(x1, x2, . . . , xn) if l(λ) 6 n,

0 otherwise,
(1.3)

and the lift of (1.2) to universal characters is given by [21, equation (3.1)]

s(mr−1,m−p) =
∑

λ⊂(mr)
lo(λ′)=p

sp(mr)−λ . (1.4)

The branching problem is an important problem in representation theory, algebraic combina-
torics and orthogonal polynomials on root systems, see e.g., [8, 9, 15, 16, 18, 19, 21, 22, 23, 24,
25, 26, 29, 31, 34, 35, 47]. In this paper we are interested in q, t-analogues of multiplicity-free
branching rules such as (1.2) and (1.4). We prove non-trivial new examples of what appears to
be a very general phenomenon: the natural q, t-analogues of multiplicity-free formulas arising
in the representation theory of the classical groups, be it branching formulas, tensor product
decompositions or other types of multiplicity formulas, are usually ‘nice’. More precisely, the
q, t-analogue of a multiplicity 1 appears to almost always factor as ratio of products of bino-
mials of the form 1 − qkt`. For some representative examples of this phenomenon, see, e.g.,
[7, 26, 35, 41, 42].

The natural q, t-analogues of the Schur functions sλ are the Macdonald polynomials Pλ(q, t)
[26]. Similarly, the natural analogues of the symplectic Schur function sp2n,λ are the Cn Mac-
donald polynomials [27]

P
(Cn,Bn)
λ (q, t, s) and P

(Cn,Cn)
λ (q, t, s).

It will be convenient to view these two families of (BCn symmetric Laurent) polynomials as
special instances of the Koornwinder polynomials Kλ(q, t; t) = Kλ(q, t; t0, t1, t2, t3), [20]. Specif-
ically, see, e.g., [42],

P
(Cn,Bn)
λ (q, t, s) = Kλ

(
q, t; s1/2,−s1/2, q1/2,−q1/2

)
, (1.5a)

P
(Cn,Cn)
λ (q, t, s) = Kλ

(
q, t; s1/2,−s1/2, (qs)1/2,−(qs)1/2

)
. (1.5b)
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In the following we will also need the Bn Macdonald polynomial

P
(Bn,Cn)
λ (q, t, s) = Kλ

(
q, t;−1,−q1/2, s, sq1/2

)
, (1.6)

where we restrict ourselves to partitions λ.1

Finally, in view of (1.7), the q, t-analogues of the universal symplectic characters are special-
isations of the lifted Koornwinder polynomials K̃λ(q, t, T ; t), [35]. These symmetric functions,
which contain the extra parameter T , specialise to the Koornwinder polynomials as

K̃λ

(
x±1 , . . . , x

±
n , 0, 0, . . . ; q, t, t

n; t
)

=

{
Kλ(x1, . . . , xn; q, t; t) if l(λ) 6 n,

0 otherwise.
(1.7)

In fact, the lifted Koornwinder polynomials (which are not polynomials) are the unique sym-
metric functions such that (1.7) holds, so that the above may serve as the definition of the K̃λ.

The first main result of this paper is the following triple of q, t-branching rules. Let C0
λ(z; q, t),

C−λ (z; q, t) and C+
λ (z; q, t) be the standard three families of q, t-shifted factorials indexed by

partitions (see (2.7) and (2.15) below), and, for λ a partition, let 2λ := (2λ1, 2λ2, . . . ) and
λ2 := (λ1, λ1, λ2, λ2, . . . ).

Theorem 1.2. For m, r nonnegative integers,

P(mr)(q, t) =
∑

λ⊂(mr)
λ′ even

cλ
(
q−m, tr/T ; q, t

)
K̃(mr)−λ

(
q, t, T ; t1/2,−t1/2, (qt)1/2,−(qt)1/2

)
, (1.8a)

P(mr)(q, t) =
∑

λ⊂(mr)
λ even

dλ
(
q−m, tr/T ; q, t

)
K̃(mr)−λ

(
q, t, T ; 1,−1, t1/2,−t1/2

)
, (1.8b)

P(mr)

(
q2, t2

)
=

∑
λ⊂(mr)

eλ
(
q−m, tr/T ; q, t

)
K̃(mr)−λ

(
q2, t2, T 2;−1,−q,−t,−qt

)
, (1.8c)

where

cλ2(w, z; q, t) :=
(q
t

)|λ| C0
λ2(w; q, t)

C0
λ2

(qw/t; q, t)

C−λ
(
t; q, t2

)
C−λ
(
q; q, t2

) C+
λ

(
qw2z2/t4; q, t2

)
C+
λ

(
w2z2/t3; q, t2

) , (1.9a)

d2λ(w, z; q, t) :=
(q
t

)|λ| C0
2λ(w; q, t)

C0
2λ(qw/t; q, t)

C−λ
(
qt; q2, t

)
C−λ
(
q2; q2, t

) C+
λ

(
q2w2z2/t2; q2, t

)
C+
λ

(
qw2z2/t; q2, t

) , (1.9b)

eλ(w, z; q, t) :=
(q
t

)|λ| C0
λ

(
w2; q2, t2

)
C0
λ

(
q2w2/t2; q2, t2

) C−λ (−t; q, t)
C−λ (q; q, t)

C+
λ

(
qw2z2/t2; q, t

)
C+
λ

(
−w2z2/t; q, t

) . (1.9c)

To highlight the combinatorial and factorised nature of the coefficients in (1.9) we have rewrit-
ten each one of them in terms of the ordinary (or type-A) arm-(co)lengths and leg-(co)lengths
of the squares s ∈ λ as well as their type-C analogues (see Section 2.1):

cλ2(w, z; q, t) =
∏
s∈λ

(
q
(
1− wqa′(s)t−2l′(s)

)(
1− wqa′(s)t−2l′(s)−1

)
t
(
1− wqa′(s)+1t−2l′(s)−1

)(
1− wqa′(s)+1t−2l′(s)−2

)
×
(
1− qa(s)t2l(s)+1

)(
1− w2z2qâ(s)+1t−2l̂(s)−2

)(
1− qa(s)+1t2l(s)

)(
1− w2z2qâ(s)t−2l̂(s)−1

) ) ,
1The Macdonald polynomials P

(Bn,Cn)
λ (q, t, t2) may also be defined for half-partitions λ = (λ1, . . . , λn) where

λ1 > · · · > λn > 0 and λi ∈ 1
2

+ Z, in which case the right-hand side of (1.6) needs to be slightly modified [42].
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d2λ(w, z; q, t) =
∏
s∈λ

(
q
(
1− wq2a′(s)t−l

′(s)
)(

1− wq2a′(s)+1t−l
′(s)
)

t
(
1− wq2a′(s)+1t−l′(s)−1

)(
1− wq2a′(s)+2t−l′(s)−1

)
×
(
1− q2a(s)+1tl(s)+1

)(
1− w2z2q2â(s)+2t−l̂(s)−1

)(
1− q2a(s)+2tl(s)

)(
1− w2z2q2â(s)+1t−l̂(s)

) )
,

and

eλ(w, z; q, t) =
∏
s∈λ

q
(
1− w2q2a′(s)t−2l′(s)

)(
1 + qa(s)tl(s)+1

)(
1− w2z2qâ(s)+1t−l̂(s)−1

)
t
(
1− w2q2a′(s)+2t−2l′(s)−2

)(
1− qa(s)+1tl(s)

)(
1 + w2z2qâ(s)t−l̂(s)

) .
For t = q, (1.8a) and (1.8b) simplify to the p = 0 instances of (1.4) and [21, equation (3.2)]

s(mr−p,(m−1)p) =
∑

λ⊂(mr)
lo(λ)=p

o(mr)−λ, (1.10)

respectively. Here oλ is a universal orthogonal character (see Section 3 for details). Finally,
(1.8c) for t = −q yields

s(mr) =
∑

λ⊂(mr)

(−1)|λ| so(mr)−λ, (1.11)

where soλ is a universal special orthogonal character. The fact that the parameters q and T
(the latter only occurs on the right-hand side of (1.8a)–(1.8c)) is a consequence of Lemma 4.1
proved in Section 4.3.

By (1.5)–(1.7), Theorem 1.2 has the following corollary.

Corollary 1.3. Let m, r, n be nonnegative integers such that r 6 n, and set

x := (x1, . . . , xn) and x± :=
(
x1, x

−1
1 , . . . , xn, x

−1
n

)
.

Then

P(mr)

(
x±; q, t

)
=

∑
λ⊂(mr)
λ′ even

cλ
(
q−m, t−(n−r); q, t

)
P

(Cn,Cn)
(mr)−λ (x; q, t, t), (1.12a)

P(mr)

(
x±; q, t

)
=

∑
λ⊂(mr)
λ even

dλ
(
q−m, t−(n−r); q, t

)
K(mr)−λ

(
x; q, t; 1,−1, t1/2,−t1/2

)
, (1.12b)

P(mr)

(
x±; q2, t2

)
=

∑
λ⊂(mr)

eλ
(
q−m, t−(n−r); q, t

)
P

(Bn,Cn)
(mr)−λ

(
x; q2, t2,−t

)
. (1.12c)

For t = q, (1.12a) and (1.12b) simplify to the p = 0 case of (1.2) and its dual [21, equa-
tion (3.5); p = 0]

s(mr)

(
x±1 , . . . , x

±
n

)
=

∑
λ⊂(mr)
λ even

o2n,(mr)−λ(x1, . . . , xn),

respectively.

We conjecture one more branching rule of type (Cn,Bn). For the notation used in this
conjecture we refer to Sections 2.1 and 2.2.
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Conjecture 1.4. For m, r nonnegative integers,

P(mr)(q, t) =
∑

λ⊂(mr)
2-core(λ)=0

fλ
(
q−m, qr/T ; q, t

)
K̃(mr)−λ

(
q, t, T ;±q1/2,±t1/2

)

and for m, r, n nonnegative integers such that r 6 n,

P(mr)(x
±; q, t) =

∑
λ⊂(mr)

2-core(λ)=0

fλ
(
q−m, q−(n−r); q, t

)
P

(Cn,Bn)
(mr)−λ (x; q, t, t),

where

fλ(w, z; q, t) :=
(q
t

)|λ|/2
q2n̂o(λ′)−2n̂e(λ′)tn

e(λ)−no(λ)

×
C0
λ(w; q, t)

C0
λ(qw/t; q, t)

C−,eλ (t; q, t)

C−,oλ (q; q, t)

C+,e
λ

(
qw2z2/t2; q, t

)
C+,o
λ

(
w2z2/t; q, t

) . (1.13)

The remainder of the paper is organised as follows. The next section covers some introduc-
tory material on partitions, various kinds of shifted factorial, and elliptic hypergeometric series.
Then, in Section 3, we introduce some of the standard bases of the ring of symmetric functions
and discuss the various types of classical Schur functions and classical branching rules. The final
introductory section is Section 4, in which we survey material from Macdonald–Koornwinder the-
ory, including the elliptic generalisation of this theory. In Sections 5–7 we prove a number of new
results needed for our proof of Theorem 1.2 and Corollary 1.3, which is presented in Section 6.2.
These new results include the evaluations of two quadratic elliptic beta integrals over elliptic
interpolation functions (Theorems 5.1 and 5.4), their corresponding discrete analogues (Corol-
laries 5.3 and 5.6), a formula for the transition coefficients between Okounkov’s BCn-symmetric
Macdonald interpolation polynomials and ordinary Macdonald polynomials (Theorem 6.3), and
a number of quadratic summations for a new type of elliptic hypergeometric series (Theorems 7.3
and 7.5). Finally, in Section 9 we propose a number of conjectures in the spirit of Conjecture 1.4.
As a simple example, we conjecture the new Littlewood-type identity

∑
λ

κ
(1)
λ (q, t)Pλ(x; q, t) =

∏
i>1

(
tx2
i ; q

2
)
∞(

x2
i ; q

2
)
∞

∏
i<j

(txixj ; q)∞
(xixj ; q)∞

,

where (a; q)∞ := (1− a)(1− aq)
(
1− aq2

)
· · · ,

κ
(1)
λ (q, t) :=


∏e

(i,j)∈λ
(
q1−λiti−1 − q1−jtλ

′
j
)∏o

(i,j)∈λ
(
q1−λiti−1 − q2−jtλ

′
j−1) if 2-core(λ) = 0,

0 otherwise,

and ∏e/o

(i,j)∈λ

fij :=
∏

s=(i,j)∈λ
a(s)+l(s) even/odd

fij .

To answer a question by the referee regarding the connection between the branching rule (1.12a)
and two conjectural branching rules by Hoshino and Shiraishi from [15] we have added a postsript
on pages 48–50.
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2 Preliminaries

2.1 Partitions

A partition λ = (λ1, λ2, . . . ) is a sequence of weakly decreasing nonnegative integers such that
|λ| := λ1 + λ2 + · · · is finite. If |λ| = n we say that λ is a partition of n, written as λ ` n.
The number of strictly positive λi (the parts of λ) is called the length of the partition λ and
denoted by l(λ). We also use lo(λ) to denote the number of odd parts of λ. If lo(λ) = 0 we say
that λ is an even partition. The set of all partitions of length at most n is denoted by P+(n),
and typically we write λ = (λ1, . . . , λn) for partitions in P+(n). The multiplicity of parts of
size i in the partition λ is denoted by mi = mi(λ). We sometimes use the multiplicities to write
a partition λ as

(
1m12m2 . . .

)
. When only a single multiplicity arises, i.e., a partition is of the

form (mn), we refer to it as a rectangle. When mi(λ) 6 1 for all i we say that λ is a distinct
partition. Given a partition λ ∈ P+(n) such that λ1 6 m, we write (mn)−λ for the complement
of λ with respect to the rectangle (mn). That is, (mn)−λ := (m−λn, . . . ,m−λ1) ∈ P+(n). The
partition λ′ = (λ′1, λ

′
2, . . . ) such that λ′i =

∑
j>imj(λ) is called the conjugate of λ. Perhaps more

simply, if we identify a partition λ with its Young diagram (in which the parts are represented
by l(λ) left-aligned rows of boxes or squares, with ith row containing λi squares) then the parts λ′

correspond to the columns of λ. Other special notation for partitions that we will employ is
2λ := (2λ1, 2λ2, . . . ) and λ2 := (λ1, λ1, λ2, λ2, . . . ), so that 2λ (resp. λ2) corresponds to the
partition in which the length of each row (resp. column) of λ has been doubled. The partition µ
is contained in λ, denoted as µ ⊂ λ, if µi 6 λi for all i, i.e., if the diagram of µ fits in the diagram
of λ. We write µ ≺ λ if µ ⊂ λ such that the interlacing condition λ1 > µ1 > λ2 > µ2 > · · · holds.
(Alternatively, µ ≺ λ if the skew shape λ/µ is a horizontal strip, see [26].) A partition λ has
empty 2-core, written as 2-core(λ) = 0, if its diagram can be tiled by dominoes. For example,
the partition (5, 4, 4, 1) has empty 2-core since it admits the tiling

as well as four other such tilings.

Lemma 2.1. Let λ ∈ P+(n) and m an even integer such that m > n. Then 2-core(λ) = 0 if
and only if the ordered set

Aλ := {λ1 +m− 1, λ2 +m− 2, . . . , λn +m− n,m− n− 1, . . . , 0}

contains m even and m odd integers.

Proof. The claim is (almost) trivially true by induction on the size of λ. Either we cannot
remove a single domino from the border of λ, in which case λ does not have a trivial 2-core (it
is in fact a 2-core itself) and is of the form (n, n− 1, . . . , 1) for some positive n, or it is possible
to remove a domino from the border of λ to form a partition of size |λ| − 2. The removal of
a domino of shape simply decreases one of the elements of Aλ by 2, whereas the removal of
a domino of shape decreases two consecutive elements of Aλ by 1. The claim thus follows. �

Given a square s = (i, j) ∈ λ the arm-length, arm-colength, leg-length and leg-colength of s
are defined as

a(s) = aλ(s) := λi − j, a′(s) = a′λ(s) := j − 1,

l(s) = lλ(s) := λ′j − i, l′(s) = l′λ(s) := i− 1.
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Extending this to type-C, we also set

â(s) = âλ(s) := λi + j − 1, l̂(s) = l̂λ(s) := λ′j + i− 1.

The rationale for denoting the set of partitions of length at most n as P+(n) is that we
identify such partitions with the dominant (integral) weights of GL(n,C). Frequently we also
require the superset

P (n) :=
{

(λ1, . . . , λn) ∈ Zn : λ1 > λ2 > · · · > λn
}

of all (integral) weights. By mild abuse of notation, we sometimes write for µ ∈ P (n + 1)
with µn+1 = 0 that µ ∈ P+(n), i.e., we consider P+(n) not just as a subset of P (n) but also
of P (n+ 1).

For λ a partition, define the statistic

n(λ) :=
∑

s=(i,j)∈λ

(i− 1) =
∑
i>1

(i− 1)λi =
∑

s=(i,j)∈λ

(λ′j − 1)/2 =
∑
i>1

(
λ′i
2

)
.

This extends to skew shapes λ/µ in the obvious manner: n(λ/µ) :=
∑

i(i − 1)(λi − µi) =
n(λ)−n(µ). By further abuse of notation (since conjugation no longer makes sense) we will also
use n(λ) and n(λ′) for λ ∈ P (n), defined as

n(λ) =
n∑
i=1

(i− 1)λi and n(λ′) =
n∑
i=1

(
λi
2

)
.

Two describe some of our conjectures we also require three types of even and odd analogues
of n(λ) for λ a partition:

ne/o(λ) :=
∑

s=(i,j)∈λ
a(s)+l(s) even/odd

(i− 1) (2.1a)

n̂e/o(λ) :=
∑

s=(i,j)∈λ
a(s)+l(s) even/odd

(λ′j − 1)/2 (2.1b)

and

n̄e/o(λ) :=
∑

s=(i,j)∈λ
i+j even/odd

(i− 1). (2.1c)

Although

n(λ) = ne(λ) + no(λ) = n̂e(λ) + n̂o(λ) = n̄e(λ) + n̄o(λ),

it is generally not true that ne/o(λ), n̂e/o(λ) and n̄e/o(λ) (for fixed parity) coincide. In fact,
n̂e/o(λ) can take half-integer values.

We will in fact only use the above six functions for partitions that have empty 2-core. In
that case, we have the following simple relation.

Lemma 2.2. For λ a partition such that 2-core(λ) = 0,

n̄e/o(λ) = 2n̂o/e(λ)− ne/o(λ).
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Proof. We again prove the claim by induction on the size of the partition λ. For λ = 0 the
claim is trivially true. Now let λ be a partition of size at least two. Because λ can be tiled by
dominoes, it is always possible to remove a domino from its border to form a partition µ of size
|λ| − 2.

First assume it is possible to remove a domino of shape such that the row-coordinate of
the two boxes of the domino is i. Then

ne/o(λ)− ne/o(µ) = n̄e/o(λ)− n̄e/o(µ) = 2n̂e/o(λ)− 2n̂e/o(µ) = i− 1.

The above gives

np1(λ) + n̄p2(λ)− 2n̂p3(λ) = np1(µ) + n̄p2(µ)− 2n̂p3(µ) (2.2)

irrespective of the choice of the parities p1, p2 and p3. (This is consistent with the trivial fact
that for λ an even partition, np1(λ) = n̄p2(λ) = n̂p3(λ).)

Next assume that λ′ is a distinct partition so that it is impossible to remove a domino of
shape . We now only need to consider the first column of λ from which a domino of shape
can be removed. If this is the jth column, then λ′ is a distinct partition such that λ′i−λ′i+1 = 1
for 1 6 i 6 j − 1 and λ′j − λ′j+1 > 2. (Of course, not each such a partition necessarily has an
empty 2-core.) From a case-by-case analysis it follows that

ne(λ)− ne(µ) = λ′1 − 1, no(λ)− no(µ) = λ′1 − 2j,

n̄e(λ)− n̄e(µ) =

{
λ′1 − j if λ′1 is odd,

λ′1 − j − 1 if λ′1 is even,

n̄o(λ)− n̄o(µ) =

{
λ′1 − j if λ′1 is even,

λ′1 − j − 1 if λ′1 is odd,

and

2n̂e(λ)− 2n̂e(µ) =

{
2λ′1 − 3j if λ′1 is even,

2λ′1 − 3j − 1 if λ′1 is odd,

2n̂o(λ)− 2n̂o(µ) =

{
2λ′1 − j − 1 if λ′1 is odd,

2λ′1 − j − 2 if λ′1 is even.

Hence (2.2) again holds, but now with p1 = p2 6= p3. �

2.2 Generalised shifted factorials

In this paper we require several types of shifted factorials. For complex q such that |q| < 1 the
ordinary q-shifted factorial (z; q)∞ is defined as

(z; q)∞ :=
∏
k>1

(
1− zqk−1

)
. (2.3)

This may be used to define (z; q)N for arbitrary integer N as

(z; q)N :=
(z; q)∞

(zqN ; q)∞
. (2.4)
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In particular, if N is nonnegative, (z; q)N =
∏N
k=1

(
1 − zqk−1

)
and if N is a negative integer

1/(q; q)N = 0. To generalise both definitions to the elliptic case, we need the elliptic gamma
function [46]

Γp,q(z) :=

∞∏
i,j=0

1− pi+1qj+1/z

1− zpiqj
,

where z ∈ C∗ and p, q ∈ C such that |p|, |q| < 1. This function is symmetric in p and q, satisfies
the reflection formula Γp,q(z)Γp,q(pq/z) = 1 and functional equation

Γp,q(qz) = θ(z; p)Γp,q(z), (2.5)

where θ(z; p) is the modified theta function

θ(z; p) := (z; p)∞(p/z; p)∞.

Since lim
p→0

1/Γp,q(z) = (z; q)∞, the reciprocal of the elliptic gamma function can be viewed as an

elliptic analogue of (2.3). The elliptic analogue of (2.4) is then

(z; q, p)N :=
Γp,q

(
zqN

)
Γp,q(z)

, (2.6)

which for nonnegative N can also be expressed as

(z; q, p)N =

N∏
k=1

θ
(
zqk−1; p

)
.

Clearly, (z; q, 0)N = (z; q)N .
Three important generalisations of (z; q, p)N to the case of partitions are given by [36, 52]

C0
λ(z; q, t; p) :=

∏
(i,j)∈λ

θ
(
zqj−1t1−i; p

)
, (2.7a)

C−λ (z; q, t; p) :=
∏

(i,j)∈λ

θ
(
zqλi−jtλ

′
j−i; p

)
, (2.7b)

C+
λ (z; q, t; p) :=

∏
(i,j)∈λ

θ
(
zqλi+j−1t2−λ

′
j−i; p

)
, (2.7c)

where it is noted that

C0
(N)(z; q, t; p) = C−(N)(z; q, t; p) = (z; q, p)N

and

C+
(N)(z; q, t; p) =

(z; q, p)2N

(z; q, p)N
.

From the simple functional equations for the theta function

θ(pz; p) = θ(1/z; p) = −z−1θ(z; p), (2.8)

it follows that the elliptic C-symbols satisfy the quasi-periodicities

C0
λ(pz; q, t; p) = (−z)−|λ|q−n(λ′)tn(λ)C0

λ(z; q, t; p), (2.9a)

C−λ (pz; q, t; p) = (−z)−|λ|q−n(λ′)t−n(λ)C−λ (z; q, t; p), (2.9b)

C+
λ (pz; q, t; p) = (−zq)−|λ|q−3n(λ′)t3n(λ)C+

λ (z; q, t; p), (2.9c)



10 C.-h. Lee, E.M. Rains and S.O. Warnaar

as well as a long list of other simple identities, such as

C0
λ′(z; t, q; p) = C0

λ(p/z; q, t; p), (2.10a)

C−λ′(z; t, q; p) = C−λ (z; q, t; p), (2.10b)

C+
λ′(z; t, q; p) = C+

λ (p/zqt; q, t; p), (2.10c)

C0,±
λ (1/z; 1/q, 1/t; p) = C0,±

λ (pz; q, t; p), (2.11)

C0,±
2λ (z; q, t; p) = C0,±

λ

(
z, zq; q2, t; p

)
, (2.12a)

C0
λ2(z; q, t; p) = C0

λ

(
z, z/t; q, t2; p

)
, (2.12b)

C−
λ2

(z; q, t; p) = C−λ
(
z, zt; q, t2; p

)
, (2.12c)

C+
λ2

(z; q, t; p) = C+
λ

(
z/t, z/t2; q, t2; p

)
, (2.12d)

C0,±
λ (z,−z; q, t; p) = C0,±

λ

(
z2; q2, t2; p2

)
, (2.12e)

and

C0
λ+(Nn)(z; q, t; p) = C0

(Nn)(z; q, t; p)C
0
λ

(
zqN ; q, t; p

)
, (2.13a)

C−λ+(Nn)(z; q, t; p) = C−(Nn)(z; q, t; p)C
−
λ (z; q, t; p)

C0
λ

(
zqN tn−1; q, t; p

)
C0
λ

(
ztn−1; q, t; p

) , (2.13b)

C+
λ+(Nn)(z; q, t; p) = C+

(Nn)(z; q, t; p)C
+
λ

(
zq2N ; q, t; p

)C0
λ

(
zq2N t1−n; q, t; p

)
C0
λ

(
zqN t1−n; q, t; p

) , (2.13c)

where in the final set of identities it is assumed that λ ∈ P+(n) and N is a nonnegative integer.
Expressing C0,±

(Nn)(z; q, t; p) in terms of the elliptic shifted-factorial (2.6), we may use (2.13) to

extend the elliptic C-symbols to arbitrary weights λ ∈ P (n):

C0
λ(z; q, t; p) = C0

µ

(
zqλn ; q, t; p

) n∏
i=1

(
zt1−i; q, p

)
λn
, (2.14a)

C−λ (z; q, t; p) = C−µ (z; q, t; p)
C0
µ

(
zqλntn−1; q, t; p

)
C0
µ

(
ztn−1; q, t; p

) n∏
i=1

(
ztn−i; q, p

)
λn
, (2.14b)

C+
λ (z; q, t; p) = C+

µ

(
zq2λn ; q, t; p

)C0
µ

(
zq2λnt1−n; q, t; p

)
C0
µ

(
zqλnt1−n; q, t; p

) n∏
i=1

(
zqλnt2−n−i; q, p

)
λn
, (2.14c)

where µ := (λ1 − λn, . . . , λn−1 − λn, 0) ∈ P+(n). All of the above identities, with the exception
of (2.10) remain valid for non-dominant weights.

For all three elliptic C-symbols we also use their non-elliptic specialisations

C0,±
λ (z; q, t) := C0,±

λ (z; q, t; 0). (2.15)

They satisfy the obvious analogues of (2.10)–(2.13), where it is noted that in the case of (2.10a),
(2.10c) and (2.11) one first needs to eliminate an explicit p in the argument on the right us-
ing (2.9) before setting p to 0. To avoid having to produce another five identities, we will always
refer to the above relations – even in the non-elliptic case – when manipulating C-symbols. The
reader should have no trouble writing down the explicit p = 0 versions. For instance, in the case
of (2.10a) on finds

C0
λ′(z; t, q) = (−z)|λ|q−n(λ′)tn(λ)C0

λ(1/z; q, t),

and so on.
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For all the shifted factorials as well as the elliptic gamma and modified theta functions adopt
the usual multiplicative and plus-minus notations, such as

C0
λ(z1, . . . , zk; q, t; p) := C0

λ(z1; q, t; p) · · ·C0
λ(zk; q, t; p)

and

C0
λ(z±; q, t; p) := C0

λ

(
z, z−1; q, t; p

)
,

C0
λ(w±z±; q, t; p) := C0

λ

(
wz,wz−1, w−1z, w−1z−1; q, t; p

)
.

To further shorten some of our expressions we also introduce the multiplicative well-poised ratio

∆0
λ(a|b1, . . . , bk; q, t; p) :=

C0
λ(b1, . . . , bk; q, t; p)

C0
λ(apq/b1, . . . , apq/bk; q, t; p)

and the non-multiplicative

∆λ(a|b1, . . . , bk; q, t; p) :=
C0

2λ2(apq; q, t; p)

C−λ (pq, t; q, t; p)C+
λ (a, apq/t; q, t; p)

∆0
λ(a|b1, . . . , bk; q, t; p).

Finally, there are six more non-elliptic C-symbols needed to describe some of our conjectures.
They are defined as

C
0,e/o
λ (z; q, t) :=

∏
s=(i,j)∈λ

i+j even/odd

(
1− zqj−1t1−i

)
, (2.16a)

C
−,e/o
λ (z; q, t) :=

∏
s=(i,j)∈λ

a(s)+l(s) even/odd

(
1− zqλi−jtλ

′
j−i
)
, (2.16b)

C
+,e/o
λ (z; q, t) :=

∏
s=(i,j)∈λ

a(s)+l(s) even/odd

(
1− zqλi+j−1t2−λ

′
j−i
)
. (2.16c)

Clearly, Cαλ (z; q, t) = Cα,eλ (z; q, t)Cα,oλ (z; q, t) for α ∈ {0,+,−}.

Lemma 2.3. For λ a partition,

C
0,e/o
λ′ (z; t, q) = (−z)‖λ‖e/oq−n̄e/o(λ′)tn̄

e/o(λ)C
0,e/o
λ (1/z; q, t),

C
−,e/o
λ′ (z; t, q) = C

−,e/o
λ (z; q, t),

C
+,e/o
λ′ (z; t, q) = (−tz)|λ|e/oq−ne/o(λ′)−2n̂e/o(λ′)tn

e/o(λ)+2n̂e/o(λ)C
+,e/o
λ (1/qtz; q, t),

where ‖λ‖e/o := |{(i, j) ∈ λ : i+ j even/odd}| and |λ|e/o := |{s ∈ λ : a(s) + l(s) even/odd}|.

We will again only be using the above for λ a partition with empty 2-core, in which case we
simply have ‖λ‖e/o = |λ|e/o = |λ|/2.

Proof. We will only show the last of the three identities. Applying definition (2.16c) to its
left-hand side and interchanging i and j in the product leads to

C
+,e/o
λ′ (z; t, q) =

∏
s=(i,j)∈λ

a(s)+l(s) even/odd

(
1− (qtz)q1−λi−jtλ

′
j+i−2)

= C
+,e/o
λ (1/qtz; q, t)

∏
s=(i,j)∈λ

a(s)+l(s) even/odd

(
(−tz)q2−λi−jtλ

′
j+i−2).

By (2.1) the result now follows. �
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In a similar manner it may be shown that (the p = 0 case of) (2.11) dissects into even and
odd cases as follows.

Lemma 2.4. For λ a partition,

C
0,e/o
λ (1/z; 1/q, 1/t) = (−z)−‖λ‖e/oq−n̄e/o(λ′)tn̄

e/o(λ)C
0,e/o
λ (z; q, t),

C
−,e/o
λ (1/z; 1/q, 1/t) = (−z)−|λ|e/oqne/o(λ′)−2n̂e/o(λ′)tn

e/o(λ)−2n̂e/o(λ)C
−,e/o
λ (z; q, t),

C
+,e/o
λ (1/z; 1/q, 1/t) = (−qz)−|λ|e/oq−ne/o(λ′)−2n̂e/o(λ′)tn

e/o(λ)+2n̂e/o(λ)C
+,e/o
λ (z; q, t).

From (2.10), (2.11) and Lemmas 2.3, 2.4 it follows that the rational functions defined in (1.9)
and (1.13) satisfy the dualities

cλ2(w, z; q, t) = cλ2(1/w, 1/z; 1/q, 1/t) =
(q
t

)|λ| C−
λ2

(t; q, t)

C−
λ2

(q; q, t)
d2λ′(1/w, 1/z; t, q),

d2λ(w, z; q, t) = d2λ(1/w, 1/z; 1/q, 1/t) =
(q
t

)|λ| C−2λ(t; q, t)

C−2λ(q; q, t)
c(λ′)2(1/w, 1/z; t, q),

eλ(w, z; q, t) = eλ(1/w, 1/z; 1/q, 1/t) =
(
−q
t

)|λ| C−λ (t2; q2, t2
)

C−λ
(
q2; q2, t2

)eλ′(1/w, 1/z; t, q),
fλ(w, z; q, t) = fλ(1/w, 1/z; 1/q, 1/t) =

(q
t

)|λ|/2 C−λ (t; q, t)

C−λ (q; q, t)
fλ′(1/w, 1/z; t, q),

where in the final line it is assumed that λ is a partition with empty 2-core.
In Sections 5 and 7 we also use the p, q-symmetric versions of many of the generalised q-shifted

factorials. For λ =
(
λ(1), λ(2)

)
a pair of partitions or weights and fλ(q, t; p) one of

C0,±
λ ( · ; q, t; p), ∆0

λ( · | · ; q, t; p) or ∆λ( ·| · ; q, t; p),

we set

fλ(t; p, q) = fλ(1)(p, t; q)fλ(2)(q, t; p).

Hence

f(λ(1),λ(2))(t; p, q) = f(λ(2),λ(1))(t; q, p).

By slight abuse of notation we will also write (n,m)λ :=
(
nλ(1),mλ(2)

)
for positive integers

n,m, so that, for example,

C0
(1,2)λ(a; t; p, q) = C0

λ(1)
(a; p, t; q)C0

2λ(2)
(a; q, t; p).

Finally, 2λ := (2, 2)λ and λ2 :=
((
λ(1)

)2
,
(
λ(2)

)2)
.

2.3 Elliptic hypergeometric series

Our proof of Theorem 1.2 relies on (the p → 0 limit of) two higher-dimensional quadratic
summation formulas for elliptic hypergeometric series. In the one-dimensional case the simplest
form an elliptic hypergeometric series can take is [13, 50, 52]

∞∑
k=0

∆(k)(a|t, b1, . . . , br; q, t; p) =

∞∑
k=0

(apq; q, p)2k

(a; q, p)2k

(a, b1, . . . , br; q, p)k
(pq, c1, . . . , cr; q, p)k

, (2.17)
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where, for reasons of convergence, it is assumed that one of the bi is of the form q−N with N
a nonnegative integer so that the series terminates. If the upper and lower parameters satisfy
ab1 · · · br(pq)3 = c1 · · · cr the series (2.17) is said to be balanced, and if bici = apq for all i it
is said to be very-well poised. If both these conditions are satisfied then (2.17) is an elliptic
function (in multiplicative form) in each of the variables a, b1, . . . , br, see, e.g., [50].

The most important identity for one-dimensional elliptic hypergeometric series corresponds
to (2.17) for r = 5, and is given by Frenkel and Turaev’s elliptic analogue of Jackson’s sum [12]:

N∑
k=0

(apq; q, p)2k

(a; q, p)2k

(a, b, c, d, e, q−N ; q, p)k
(pq, apq/b, apq/c, apq/d, apq/e, apqN+1; q, p)k

=
(apq, apq/bc, apq/bd, apq/cd; q, p)N
(apq/b, apq/c, apq/d, apq/bcd; q, p)N

, (2.18)

where bcdeq−N = a2pq. Four other balanced, very-well poised instances of (2.17) for r = 7 that
admit closed-form evaluations are given by

N∑
k=0

(apq; q, p)2k

(a; q, p)2k

(
a, bq, abqN , q−N ; q, p

)
k(

pq, ap/b, pq1−N/b, apqN+1; q, p
)
k

(
ap/b; q, p2

)
2k(

abpq; q, p2
)

2k

=
θ
(
abp; p2

)
θ
(
abpq2N ; p2

) (apq; q, p)N
(b; q, p)N

(
pq, b2q; q, p2

)
N(

abp, ap2/b; q, p2
)
N

(2.19a)

N∑
k=0

(apq; q, p)2k

(a; q, p)2k

(
a, bp, abqN , q−N ; q, p

)
k(

pq, aq/b, pq1−N/b, apqN+1; q, p
)
k

(
aq/b; q2, p

)
k(

abpq; q2, p
)
k

= χ(N even)

(
q, b2; q2, p

)
N/2(

abpq, apq2/b; q2, p
)
N/2

(apq; q, p)N
(b; q, p)N

, (2.19b)

N∑
k=0

(apq; q, p)2k

(a; q, p)2k

(
b, pq/b, qN+1, q−N ; q, p

)
k(

apq/b, ab, apq−N , apqN+1; q, p
)
k

(a2; q2, p)k
(pq2; q2, p)k

=
(apq, b/a; q, p)N
(q/a, abp; q, p)N

(
abpq−N ; q2, p

)
N(

bq−N/a; q2, p
)
N

(2.19c)

and

N∑
k=0

(
a2p2q2; q2, p2

)
2k(

a2; q2, p2
)

2k

(
a2, b2p2q2, a2b2q2N , q−2N ; q2, p2

)
k(

p2q2, a2/b2, p2q2−2N/b2, a2p2q2N+2; q2, p2
)
k

(a/b; q, p)2k

(abpq; q, p)2k

=
(ab; q, p)2N

(abpq; q, p)2N

(
−pq, b2pq; q, p

)
N

(ab,−a/b; q, p)N

(
a2p2q2; q2, p2

)
N(

b2; q2, p2
)
N

. (2.19d)

The last three identities are equations (1.10), (1.15) and (1.4) of [54] respectively. The iden-
tity (2.19a) does not appear to have been stated before. It follows by inverting, using [53,
Lemma 3.1], the elliptic Jackson sum (2.18) with

(b, c, d, e, p) 7→
(
b2q, aqN/b, apqN/b, pq−N , p2

)
.

Because of the occurrence of base q and q2 (and nomes p and p2), the above identities
are commonly referred to as quadratic summation formulas. In Section 7 we obtain higher-
dimensional analogues of (2.19a), (2.19b) and (2.19d). Two of these play a key role in our proof
of Theorem 1.2. We remark that higher-dimensional analogues of a different type of quadratic
elliptic hypergeometric series, in which the term (apq; q, p)2k/(a; q, p)2k in (2.17) is replaced by
(apq; q, p)3k/(a; q, p)3k, were recently considered in [44].
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3 Schur functions and classical branching rules

In this section we briefly review the definitions of the Schur functions of classical type as well
as their occurrence in some of the branching rules stated in Section 1. For a more in-depth
treatment we refer the reader to [19, 21, 25, 26, 31, 42].

Let Λn := Z[x1, . . . , xn]Sn denote the ring of symmetric functions in n variables, and Λ the
ring of symmetric functions in countably many variables, see [26, 51]. The monomial symmetric
functions {mλ}λ∈P+(n) and {mλ}λ, where

mλ(x1, . . . , xn) =
∑

w∈Sn/Sλn

w
(
xλ
)
, λ ∈ P+(n),

form Z-bases of Λn and Λ respectively. The elementary, complete and power-sum symmetric
functions er, hr and pr are defined in terms of the monomial symmetric functions as

er := m(1r) =
∑

1<i1<i2<···<ir

xi1xi2 · · ·xir ,

hr :=
∑
λ`r

mλ =
∑

16i16i26···6ir

xi1xi2 · · ·xir ,

pr := m(r) =
∑
i>1

xri .

These functions form algebraic bases of either Λ (in the case of the er and hr) or of ΛQ := Λ⊗ZQ
(in the case of the power sums).

A number of classical branching rules for universal characters discussed below are related by
the involution ω on Λ defined by ω(hr) = er or ω(pr) = (−1)r−1pr for all r > 1.

The ordinary (or GL(n)) Schur function indexed by the partition λ is defined as

sλ(x1, . . . , xn) :=
det16i,j6n

(
x
λj+n−j
i

)∏
16i<j6n(xi − xj)

(3.1)

if l(λ) 6 n and 0 otherwise. To simultaneously extend this to Λ as well as skew shapes, we use
the Jacobi–Trudi identity or its dual [26, pp. 70–71]:

sλ/µ := det
16i,j6n

(hλi−µj−i+j) = det
16i,j6m

(eλ′i−µ′j−i+j), (3.2)

where n and m are arbitrary integers such that n > l(λ) and m > λ1. Obviously, ω(sλ/µ) =

sλ′/µ′ . The Littlewood–Richardson coefficients cλµν may now be defined by

sλ/µ =
∑
ν

cλµνsν .

From (3.2) it follows that sλ/µ = s((mn)−µ)/((mn)−λ) for λ ⊂ (mn) so that the Littlewood–
Richardson coefficients satisfy the complementation symmetry

cλµν = c
(mn)−µ
(mn)−λ,ν for λ ⊂ (mn). (3.3)

For λ a partition, the universal orthogonal and symplectic characters indexed by λ are given
by [19, Definition 2.1.1]

oλ := det
16i,j6n

(hλi−i+j − hλi−i−j) (3.4)

spλ := det
16i,j6m

(eλ′i−i+j − eλ′i−i−j), (3.5)
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with n and m as above. Hence ω(oλ) = spλ′ . In particular,

gλ
(
x±1 , . . . , x

±
n , 0, . . .

)
=

{
g2n,λ(x1, x2, . . . , xn) if λ ∈ P+(n),

0 otherwise,
(3.6)

where g = sp (resp. g = o) corresponds to an orthogonal or symplectic character indexed by λ.
We add to the above the universal special orthogonal character indexed by λ as

soλ := det
16i,j6n

(hλi−i+j + hλi−i−j+1) = det
16i,j6m

(eλ′i−i+j + eλ′i−i−j+1), (3.7)

so that ω(soλ) = soλ′ . The character soλ is the unique symmetric function such that

soλ
(
x±1 , . . . , x

±
n , 0, . . .

)
=

{
so2n+1,λ(x1, x2, . . . , xn) if λ ∈ P+(n),

0 otherwise,
(3.8)

where so2n+1,λ is the odd-orthogonal Schur function indexed by λ. The character soλ may readily
be related to the universal symplectic and orthogonal characters as

soλ =
∑
µ′≺λ′

spµ =
∑
µ≺λ

oµ (3.9a)

and

spλ =
∑
µ≺λ

(−1)|λ/µ| soµ, oλ =
∑
µ′≺λ′

(−1)|λ/µ| soµ . (3.9b)

For the actual symplectic, orthogonal and odd-orthogonal Schur functions we have [25]

sp2n,λ(x1, . . . , xn) =
det16i,j6n

(
x
λj+2n−j+1
i − x−λj+j−1

i

)∏n
i=1(x2

i − 1)
∏

16i<j6n(xi − xj)(xixj − 1)
,

o2n,λ(x1, . . . , xn) = fl(λ),n

det16i,j6n
(
x
λj+2n−j−1
i + x

−λj+j−1
i

)∏
16i<j6n(xi − xj)(xixj − 1)

,

where fn,n = 1 and fi,n = 1/2 if i < n, and

so2n+1,λ(x1, . . . , xn) =
det16i,j6n

(
x
λj+2n−j
i − x−λj+j−1

i

)∏n
i=1(xi − 1)

∏
16i<j6n(xi − xj)(xixj − 1)

. (3.10)

Littlewood [25] and Koike and Terada [19] proved some very general branching formulas for
the classical groups. For example, in the universal case [19, Theorem 2.3.1],

sλ =
∑
µ

( ∑
ν even

cλµν

)
oµ =

∑
µ

( ∑
ν′ even

cλµν

)
spµ . (3.11)

By (3.3) it is not hard to show that (1.4) and (1.10) follow from (3.11). Indeed,

s(mr−1,m−p) =
∑
µ

∑
ν even

c(mr−1,m−p)
µν oµ =

∑
µ⊂(mr)

∑
ν even

cµ(1p),ν o(mr)−µ .

By the e-Pieri rule [26, p. 73],

cµ(1p),ν =

{
1 if ν ′ ≺ µ′ and |µ/ν| = p,

0 otherwise.
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Hence

s(mr−1,m−p) =
∑

µ⊂(mr)

∑
ν′≺µ′
ν even
|ν|=|µ|−p

o(mr)−µ .

Since

∑
ν′≺µ′
ν even
|ν|=|µ|−p

1 =

{
1 if lo(µ) = p,

0 otherwise,

the branching rule (1.4) follows.

We also remark that the three universal branching rules (1.4), (1.10) and (1.11) are not
independent. Obviously, (1.10) follows from (1.4) by application of ω and vice versa. Also, the
rectangular (i.e., p = 0) cases of each of the branching rules are related via (3.9). For example,
from (1.11) and (3.9a), and the fact that (mr)− λ ≺ (mr)− µ (for λ, µ ⊂ (mr)) implies µ � λ,
it follows that

s(mr) =
∑

λ⊂(mr)

(−1)|λ| so(mr)−λ =
∑

λ⊂(mr)

(−1)|λ|
∑
µ�λ

o(mr)−µ

=
∑

µ⊂(mr)

∑
λ≺µ

(−1)|λ| o(mr)−µ =
∑

µ⊂(mr)
µ even

o(mr)−µ,

where in the last step we have used

∑
λ≺µ

(−1)|λ| =

{
1 if µ is even,

0 otherwise.

Conversely, from (1.10) and (3.9b),

s(mr) =
∑

λ⊂(mr)
λ even

o(mr)−λ =
∑

λ⊂(mr)
λ even

∑
µ′�λ′

(−1)|µ/λ| so(mr)−µ

=
∑

µ⊂(mr)

(−1)|µ|
∑
λ′≺µ′
λ even

so(mr)−µ =
∑

µ⊂(mr)

(−1)|µ| so(mr)−µ,

since there is a unique even partition λ such that λ′ ≺ µ′.
In the q, t-case, we neither have analogues of (3.9) nor of (3.11), making the proof of Theo-

rem 1.2 much harder than in the classical case. As we shall see, however, (1.8a) and (1.8b) are
related by the q, t-analogue of the involution ω.

4 Macdonald–Koornwinder theory

In this section we survey some necessary background material from the theory of Macdonald
and Koornwinder polynomials, covering Macdonald polynomials, BCn-symmetric (Macdonald)
interpolation polynomials, (lifted) Koornwinder polynomials and elliptic interpolation functions.
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4.1 Macdonald polynomials

Let 0 < |q|, |t| < 1. For f an Sn-symmetric function (not necessarily an Sn-symmetric Laurent
polynomial) we define〈

f
〉(n)

q,t
:=

1

Sn(q, t)

1

n!(2πi)n

∫
Tn

f(z)
∏

16i<j6n

(zi/zj , zj/zi; q)∞
(tzi/zj , tzj/zi; q)∞

dz1

z1
· · · dzn

zn
, (4.1)

where T is the positively-oriented unit circle and [26]

Sn(q, t) :=
1

n!(2πi)n

∫
Tn

∏
16i<j6n

(zi/zj , zj/zi; q)∞
(tzi/zj , tzj/zi; q)∞

dz1

z1
· · · dzn

zn
=

n∏
i=1

(
t, qti−1; q

)
∞(

q, ti; q
)
∞

. (4.2)

Recall the dominance (partial) order on partitions: for λ, µ ` m, λ > µ if λ1 + · · · + λi >
µ1 + · · ·+ µi for all i > 1, and λ > µ if λ > µ and λ 6= µ. Also let x−1 :=

(
x−1

1 , . . . , x−1
n

)
. Then

Macdonald polynomials Pλ = Pλ(q, t) = Pλ(x; q, t) for λ ∈ P+(n) are the unique homogeneous
symmetric functions in ΛQ(q,t) := Λ⊗Z Q(q, t) = Q(q, t)[x1, . . . , xn]Sn of the form

Pλ = mλ +
∑
µ<λ

cλµ(q, t)mµ

such that (for 0 < |q|, |t| < 1)〈
Pλ(x; q, t)Pµ

(
x−1; q, t

)〉(n)

q,t
= 0 (4.3)

if λ 6= µ, see [26, pp. 368–376]. For λ = µ,

〈
Pλ(x; q, t)Pλ

(
x−1; q, t

)〉(n)

q,t
=

∏
16i<j6n

(
tj−i+1, qtj−i−1; q

)
λi−λj(

tj−i, qtj−i; q
)
λi−λj

=
C0
λ

(
tn; q, t

)
C−λ (q; q, t)

C0
λ

(
qtn−1; q, t

)
C−λ (t; q, t)

. (4.4)

The Macdonald polynomials satisfy the symmetry

Pλ(x; q, t) = Pλ(x; 1/q, 1/t) (4.5)

and (dual) Cauchy identity

∑
λ⊂(mn)

Pλ(x1, . . . , xn; q, t)Pλ′(y1, . . . , ym; t, q) =

n∏
i=1

m∏
j=1

(1 + xiyj). (4.6)

Since

P(λ1+1,...,λn+1)(x; q, t) = (x1 · · ·xn)P(λ1,...,λn)(x; q, t),

they can be extended from λ ∈ P+(n) to arbitrary weights λ ∈ P (n) via

Pλ(x; q, t) = (x1 · · ·xn)λnPµ(x; q, t), (4.7)

where µ := (λ1 − λn, . . . , λn−1 − λn, 0) ∈ P+(n). Then {Pλ(q, t)}λ∈P (n) forms a Q(q, t)-basis of
the ring of Sn-symmetric Laurent polynomials, which in the following we will denote by ΛGL(n).
Since,

Pλ(x; q, t)Pµ
(
x−1; q, t

)
= P(λ1−m,...,λn−m)(x; q, t)P(µ1−m,...,µn−m)

(
x−1; q, t

)
,
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where m = min{λn, µn}, the orthogonality (4.3) and evaluation (4.4) extend to all λ, µ ∈ P (n).
In the case of (4.4) for λ a non-dominant weight, the first expression on the right should be used
as both C−λ (zq; q, t) and 1/C0

λ

(
zqtn−1; q, t

)
have a pole (of order one) at z = 1.

For later use we note that by (4.7) and the complementation symmetry for Macdonald poly-
nomials (see, e.g., [3])

P(λ1,...,λn)

(
x−1; q, t

)
= (x1 · · ·xn)−λ1P(λ1−λn,...,λ1−λ2,0)(x; q, t) (4.8)

we have the further symmetry

P(λ1,...,λn)

(
x−1; q, t

)
= P(−λn,...,−λ1)(x; q, t). (4.9)

If the involution ω on Λ is extended to the following automorphism of ΛQ(q,t):

ωq,t(pr) = (−1)r−1 1− qr

1− tr
pr (4.10)

for all r > 1, then

ωq,t
(
Pλ(q, t)

)
= Qλ′(t, q), (4.11)

where

Qλ(q, t) :=
C−λ (t; q, t)

C−λ (q; q, t)
Pλ(q, t).

4.2 BCn-symmetric interpolation polynomials

Let R be a coefficient ring or field, such as Q(q, t)
[
s±
]

or Q(q, t, t0, t1, t2, t3). A polynomial
f ∈ R

[
x±1 , . . . , x

±
n

]
is said to be BCn-symmetric if it is symmetric under the canonical action of

the hyperoctahedral group W := Sn n (Z/2Z)n on R
[
x±1 , . . . , x

±
n

]
. Let x := (x1, . . . , xn). The

monomial basis in the ring of BCn-symmetric polynomials, ΛBC(n) = R
[
x±1 , . . . , x

±
n

]W
, is given

by
{
mW
λ

}
λ∈P+(n)

, where

mW
λ = mW

λ (x) :=
∑

w∈W/Wλ

w
(
xλ
)
.

Any non-constant BCn-symmetric polynomial is necessarily inhomogeneous. It will thus be
convenient to extend the dominance order from partitions of the same size to all partitions in
the obvious way: λ > µ, if λ1 + · · ·+ λi > µ1 + · · ·+ µi for all i > 1.

Let R = Q(q, t)
[
s±
]
, λ, µ ∈ P+(n) and

〈λ〉n;q,t :=
(
qλ1tn−1, . . . , qλn−1t, qλn

)
a spectral vector. Then the BCn-symmetric (Macdonald) interpolation polynomial

P̄ ∗µ(q, t, s) = P̄ ∗µ(x; q, t, s)

is the unique polynomial in ΛBC(n) of the form

P̄ ∗µ(q, t, s) = mW
µ +

∑
λ∈P+(n)
λ<µ

cµλ(q, t, s)mW
λ
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satisfying the vanishing conditions

Pµ
(
s〈λ〉n;q,t; q, t, s

)
= 0 if µ 6⊂ λ, (4.12)

see [32, 35]. Since any triangular BCn-symmetric polynomial with leading term mW
µ is uniquely

determined by its values at z〈λ〉n;q,t for λ < µ and some arbitrary nonzero z, the above vanishing
conditions in fact lead to an overdetermined linear system for the coefficients cµλ. One of the
main results of [32] is the actual existence of the interpolation polynomials.2

The interpolation polynomial P̄ ∗µ(q, t, s), whose top-degree term coincides with the Macdonald
polynomial Pµ(q, t), satisfies the symmetries

P̄ ∗µ(x; q, t, s) = P̄ ∗µ(x; 1/q, 1/t, 1/s) = (−1)|µ|P̄ ∗µ(−x; q, t,−s) (4.13)

and

P̄ ∗µ+(Nn)(x; q, t, s) = (−s)−nNq−n(
N
2 )P̄ ∗µ

(
x; q, t, sqN

) n∏
i=1

(
sx±i ; q

)
N

(4.14)

for N an arbitrary integer such that N > −µn. Like the Macdonald polynomials, this can be
used to extend the BCn interpolation polynomials to arbitrary weights µ ∈ P (n):

P̄ ∗µ(x; q, t, s) = (−s)−nµnq−n(
µn
2 )P̄ ∗ν

(
x; q, t, sqµn

) n∏
i=1

(
sx±i ; q

)
µn
, (4.15)

where ν := (µ1 − µn, . . . , µn−1 − µn, 0) ∈ P+(n). Of course, for µ not dominant, i.e., for
µ 6∈ P+(n), P̄ ∗µ(x; q, t, s) is not a Laurent polynomial but a rational function in x.

The interpolation polynomials also admit a closed-form evaluation at x = s〈µ〉n;q,t

Pµ
(
s〈µ〉n;q,t; q, t, s

)
=
(
sqtn−1

)−|µ|
q−2n(µ′)tn(µ)C−µ (q; q, t)C+

µ

(
s2t2n−2; q, t

)
for µ ∈ P+(n), (4.16)

as well as a principal specialisation formula

P̄ ∗µ
(
z〈0〉n;q,t; q, t, s

)
=
(
−stn−1

)−|µ|
q−n(µ′)t2n(µ)

C0
µ

(
tn, s/z, zstn−1; q, t

)
C−µ (t; q, t)

for µ ∈ P (n). (4.17)

They may also be used to define generalised q-binomial coefficients [35, p. 81][
λ

µ

]
q,t,s

:=
P̄ ∗µ
(
st1−n〈λ〉n;q,t; q, t, st

1−n)
P̄ ∗µ
(
st1−n〈µ〉n;q,t; q, t, st1−n

) , (4.18)

where λ, µ are partitions and n is an arbitrary integer such that n > l(λ), l(µ). The independence
of n readily follows from the fact that for any µ ∈ P (n+ 1),

P̄ ∗µ(x1, . . . , xn, s; q, t, s) =

{
P̄ ∗µ(x1, . . . , xn; q, t, st) if µ ∈ P+(n),

0 otherwise.
(4.19)

2Alternatively one may replace (4.12) by vanishing for λ < µ so that uniqueness and existence are immediate
and then prove the extra vanishing conditions.
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Clearly,
[
λ
µ

]
q,t,s

= 0 unless µ ⊂ λ and
[
λ
0

]
q,t,s

=
[
λ
λ

]
q,t,s

= 1. By (4.13) it also follows that[
λ

µ

]
q,t,s

=

[
λ

µ

]
1/q,1/t,1/s

=

[
λ

µ

]
q,t,−s

, (4.20)

so that, in particular, the generalised binomial coefficients are a function of s2 only. Less obvious
is that the q, t, s-binomial coefficients satisfy conjugation symmetry [35, Corollary 4.3][

λ′

µ′

]
t,q,s

=

[
λ

µ

]
q,t,s−1(qt)−1/2

. (4.21)

As an immediate consequence of (4.14),[
λ+ (Nn)

µ+ (Nn)

]
q,t,s

= q−|λ/µ|N
C0
λ

(
s2q2N t1−n, qN+1tn−1; q, t

)
C0
µ

(
s2qN t1−n, qtn−1; q, t

)
C0
µ

(
s2q2N t1−n, qN+1tn−1; q, t

)
C0
λ

(
s2qN t1−n, qtn−1; q, t

)[λ
µ

]
q,t,sqN

. (4.22)

Similarly, from (4.16) and (4.17),[
(Nn)

µ

]
q,t,s

= (−q)|µ|qn(µ′)tn(µ)
C0
µ

(
tn, s2qN t1−n, q−N ; q, t

)
C−µ (q, t; q, t)C+

µ

(
s2; q, t

) .

For t = q the BCn Macdonald interpolation polynomials simplify to the corresponding Schur
functions, see, e.g., [33]. These are expressible as a simple Weyl-type determinant as

P̄ ∗µ(x; q, q, s) =
det16i,j6n

(
P̄ ∗(µj+n−j)(xi; q, q, s)

)∏n
i=1 x

1−n
i

∏
16i,j6n(xi − xj)(xixj − 1)

,

where

P̄ ∗(k)(z; q, q, s) = (−s)−kq(
k
2)
(
sz±; q

)
k
.

By (4.18) this yields the following determinantal expression for the generalised binomial coeffi-
cients when t = q:[

λ

µ

]
q,q,s

= (−1)|ν|qn(ν′)+n(ν)−n(κ)−(n−2)|ν|+(n−1)|κ|
n∏
i=1

(
s2q2−2n; q

)
νi

(q; q)νi
(
s2q2−2n; q

)
2νi

×
∏

16i<j6n

(
1− qνi−νj

)(
1− s2qνi+νj−2n+2

)(
1− qκi−κj

)(
1− s2qκi+κj−2n+2

) det
16i,j6n

((
s2qκi−2n+2, q−κi ; q

)
νj

)
, (4.23)

where n > l(µ), l(λ) and κ = (κ1, . . . , κn), ν = (ν1, . . . , νn) are strict partitions defined by
κi := λi + n− i, νi := µi + n− i.

4.3 (Lifted) Koornwinder polynomials

Let t := (t0, t1, t2, t3) and x := (x1, . . . , xn). For our purposes the most convenient way to define
the Koornwinder polynomials

Kλ(q, t; t) = Kλ(x; q, t; t)
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for λ ∈ P+(n) – which are BCn-symmetric polynomials with coefficients in Q(q, t, t), see [20] –
is through Okounkov’s binomial formula [32]:

Kλ(q, t; t) :=
∑
µ⊂λ

(t0t
n−1)−|λ/µ|tn(λ/µ)

C−µ (t; q, t)C+
µ

(
T 2; q, t

)
C−λ (t; q, t)C+

λ

(
T 2; q, t

)
×
C0
λ

(
tn, tn−1t0t1, t

n−1t0t2, t
n−1t0t3; q, t

)
C0
µ

(
tn, tn−1t0t1, tn−1t0t2, tn−1t0t3; q, t

)[λ
µ

]
q,t,T

P̄ ∗µ(q, t, t0), (4.24)

where T 2 := t2n−2t0t1t2t3/q, and where we recall that
[
λ
µ

]
q,t,T

is a function of T 2 only. By (4.13)

and (4.20) it follows that

Kλ(x; q, t; t) = Kλ(x; 1/q, 1/t; 1/t) = (−1)|λ|Kλ(−x; q, t;−t), (4.25)

where 1/t is shorthand for (1/t0, 1/t1, 1/t2, 1/t3). One drawback of the above definition of the
Koornwinder polynomials is that it hides the S4-symmetry in the parameters t0, t1, t2, t3. It
however follows from the connection coefficient formula for the interpolation polynomials [35,
Theorem 3.12] combined with the multivariable q-Pfaff–Saalschütz summation [35, Theorem 4.2]
that the obvious S3-symmetry lifts to S4, see [35] for details.

The main result for Koornwinder polynomial that we will be needing is Mimachi’s Cauchy
identity [28, Theorem 2.1]∑

λ⊂(mn)

(−1)|λ|K(mn)−λ(x; q, t; t)Kλ′(y; t, q; t) =
n∏
i=1

m∏
j=1

(xiyj)
−1(xi − yj)(xiyj − 1), (4.26)

where y := (y1, . . . , ym).
As mentioned in the introduction, the lifted Koornwinder polynomial [35]

Kλ(q, t, T ; t) = Kλ(x1, x2, . . . ; q, t, T ; t) (4.27)

is the unique symmetric function such that

K̃λ

(
x±1 , . . . , x

±
n , 0, 0, . . . ; q, t, t

n; t
)

=

{
Kλ(x1, . . . , xn; q, t; t) if l(λ) 6 n,

0 otherwise.
(4.28)

Some care is required when dealing with this function since the above equation requires t to be
generic. Issues may arise for t such that C+

λ

(
t2n−2t0t1t2t3/q; q, t

)
= 0. This for example happens

for the parameter choice t =
(
1,−1, t1/2,−t1/2

)
in which case it is important to specialise T = tn

before specialising t.
Recall the universal orthogonal, symplectic and special orthogonal characters, defined in (3.4),

(3.5) and (3.7).

Lemma 4.1. We have

spλ = K̃λ

(
q, q, T ; q1/2,−q1/2, q,−q

)
,

oλ = K̃λ

(
q, q, T ; 1,−1, q1/2,−q1/2

)
,

soλ = K̃λ

(
q, q, T ;−1,−q1/2, q1/2, q

)
.

Proof. Given that the lifted Koornwinder polynomials are the unique symmetric functions
satisfying (4.28) and the universal characters spλ, oλ and soλ are the unique symmetric functions
satisfying (3.6) (in the case of spλ and oλ) or (3.8) (in the case of soλ), it suffices to show that

sp2n,λ(x1, . . . , xn) = Kλ

(
x1, . . . , xn; q, q; q1/2,−q1/2, q,−q

)
,

o2n,λ(x1, . . . , xn) = Kλ

(
x1, . . . , xn; q, q; 1,−1, q1/2,−q1/2

)
,

so2n+1,λ(x1, . . . , xn) = Kλ

(
x1, . . . , xn; q, q;−1,−q1/2, q1/2, q

)
.
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All three of the above identities follow directly from [42, Section 2.6]. For example, for t = q
and t =

(
q1/2,−q1/2, q,−q

)
the Koornwinder density ∆(z; q, t; t) simplifies to the standard Cn

density

∆C(z) =

n∏
i=1

(
−z−2

i

)(
1− z2

i

)2 ∏
16i<j6n

z−2
i (1− zi/zj)2(1− zizj)2

for which

1

2nn!(2πi)n

∫
Tn

sp2n,λ(z) sp2n,µ(z)∆C(z)
dz1

z1
· · · dzn

zn
= δλ,µ.

Similar reductions to Weyl-type orthogonality relations hold for the other two cases. �

4.4 Elliptic interpolation functions

The (BCn-symmetric) elliptic interpolation functions R∗µ(a, b; q, t; p) [5, 36, 39] are an elliptic
analogue of the BCn-symmetric interpolation polynomials P̄ ∗µ(q, t, s). Although they satisfy
analogous vanishing conditions, their definition is more complicated. Below we follow the char-
acterisation of these function given in [36].

A BCn-symmetric theta function of degree m is a BCn-symmetric meromorphic function f
on (C∗)n such that

f(px1, x2, . . . , xn) =
(
1/px2

1

)m
f(x1, x2, . . . , xn).

For example,
∏n
i=1 θ

(
ux±i ; p

)
for u ∈ C∗ is a BCn-symmetric theta function of degree 1.

Given two partitions λ, µ ⊂ (mn) such that λ 6= µ let

l0 = max{i : λi 6= µi} and l1 = max{i : λi = m},

where l1 = 0 if λ1 < m. Given such l1 and l2, further let

l =

{
l1 if λl0 < µl0 ,

l0 otherwise.

Note that l = n if and only if λn > µn and l = 0 if λi < µi for all 1 6 i 6 n.

Now fix a nonnegative integer m and partition µ ⊂ (mn). Then the interpolation theta
function

P ∗(m)
µ (x1, . . . , xn; a, b; q, t; p)

is the unique BCn-symmetric theta function of degree m such that for all λ ⊂ (mn), λ 6= µ,3

P ∗(m)
µ

(
bqm−λ1 , . . . , bqm−λltl−1, aqλl+1tn−l−1, . . . , aqλn ; a, b; q, t; p

)
= 0

and

P ∗(m)
µ (z〈0〉n;q,t; a, b; q, t; p)

= C0
(mn)

(
tn−1bz, b/z; q, t; p

)
∆0
µ

(
aq−mtn−1/b|tn−1az, a/z; q, t; p

)
. (4.29)

3It is assumed that the parameters a, b, q, t of P
∗(m)
µ (a, b; q, t; p) are chosen to be generic, and similarly for z

in the normalisation (4.29).
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Since the interpolation theta functions satisfy

P ∗(m+1)
µ (x; a, b; q, t; p) = P ∗(m)

µ (x; a, bq; q, t; p)
n∏
i=1

θ
(
bx±i ; q, p

)
, µ ⊂ (mn),

(and thus P
∗(m)
0 (x; a, b; q, t; p) =

∏n
i=1(bx±i ; q, p)m), the ratio

R∗µ(a, b; q, t; p) :=
P
∗(m)
µ

(
a, bq−m; q, t; p

)
P
∗(m)
0

(
a, bq−m; q, t; p

) ,
is independent of m (provided m > µ1) and a degree-0 (hence elliptic) BCn-symmetric theta
function. The elliptic interpolation functions satisfy vanishing conditions analogous to (4.12):

R∗µ(a〈λ〉n;q,t; a, b; q, t; p) = 0 if µ 6⊂ λ (4.30)

for λ ∈ P+(n). They also satisfy

R∗µ+(1n)(x; a, b; q, t; p) = R∗µ(x; aq, b/q; q, t; p)
n∏
i=1

θ
(
ax±i ; p

)
θ
(
pqx±i /b; p

) ,
so that, once again, they can be extended to all µ ∈ P (n) via

R∗µ(x; a, b; q, t; p) = R∗ν
(
x; aqµn , bq−µn ; q, t; p

) n∏
i=1

(
ax±i ; q, p

)
µn(

pqx±i /b; q, p
)
µn

, (4.31)

where ν := (µ1 − µn, . . . , µn−1 − µn, 0). We further extend this to pairs of weights µ =(
µ(1), µ(2)

)
∈ P (n)× P (n) as

R∗µ(x; a, b; t; p, q) := R∗
µ(1)

(x; a, b; p, t; q)R∗
µ(2)

(x; a, b; q, t; p). (4.32)

In the limit the elliptic interpolation functions simplify to the BCn-symmetric interpolation
polynomials:

lim
p→0

R∗µ
(
s, bpα; q, t; p

)
=
(
−stn−1

)|µ|
qn(µ′)t−2n(µ)

C−µ (t; q, t)

C0
µ

(
tn; q, t

) P̄ ∗µ(q, t, s), (4.33)

for 0 < α < 1 and µ ∈ P (n).
In the following we need a number of identities for the BCn interpolation function from [36].

By (4.29) and (4.31),

R∗µ(z〈0〉n;q,t; a, b; q, t; p) = ∆0
µ

(
atn−1/b|tn−1az, a/z; q, t; p

)
(4.34)

for µ ∈ P (n), which generalises (4.17). The elliptic analogue of (4.16) is given by

R∗µ(a〈µ〉n;q,t; a, b; q, t; p)

=
1

∆0
µ

(
a2t2n−2|abtn−1; q, t; p

)
∆µ

(
atn−1/b|tn; q, t; p

) C+
µ

(
a2t2n−2; q, t; p

)
C+
µ

(
atn−1/b; q, t; p

) , (4.35)

for µ ∈ P+(n) and the analogue of (4.19) by

R∗µ(x1, . . . , xn, a; a, b; q, t; p)

=


C0
µ

(
tn, apq/bt; q, t; p

)
C0
µ

(
tn+1, apq/b; q, t; p

)R∗µ(x1, . . . , xn; at, b; q, t; p) if µ ∈ P+(n),

0 otherwise,

(4.36)
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for µ ∈ P (n+ 1). We also require the symmetry

R∗µ(x; a, b; q, t; p) =
(
aqtn−1/b

)|µ|
q2n(λ′)t−2n(µ)R∗µ

(
xp1/2; ap1/2, bp1/2; q, t; p

)
, (4.37)

for µ ∈ P (n).
Given partitions λ, µ and n an arbitrary integer such that n > l(λ), l(µ), the elliptic analogue

of the binomial coefficient
[
λ
µ

]
q,t,s

is defined as [36]

〈
λ

µ

〉
[a,b];q,t;p

:=
∆0
λ(a|b; q, t; p)

∆0
µ(a|b; q, t; p)

C+
µ (a; q, t; p)

C+
µ (a/b; q, t; p)

R∗µ
(
a1/2t1−n〈λ〉q,t;n; a1/2t1−n, b/a1/2; q, t; p

)
R∗µ
(
a1/2t1−n〈µ〉q,t;n; a1/2t1−n, b/a1/2; q, t; p

)
= ∆0

λ(a|b; q, t; p)∆µ

(
a/b|tn; q, t; p

)
R∗µ
(
a1/2t1−n〈λ〉q,t;n; a1/2t1−n, b/a1/2; q, t; p

)
,

where the equality of the two expressions on the right follows from (4.35). Since

R∗µ(x; a, b; q, t; p) = R∗µ(−x;−a,−b; q, t; p),

the elliptic binomial coefficients are a function of a (as opposed to a1/2) so that no choice of
branch is required. Moreover, by (4.36) they are independent of the choice of n on the right
as long as n is sufficiently large, and by (4.30), they vanish unless µ ⊂ λ. Since, for µ ⊂ λ,
∆0
λ(a|b; q, t; p)/∆0

µ(a|b; q, t; p)|b=1 = δλµ (and since no poles are hit by taking b = 1 in any of the
other terms in the definition of the elliptic binomial coefficients)〈

λ

µ

〉
[a,1];q,t;p

= δλµ. (4.38)

Furthermore, since R∗0 = 1,〈
λ

0

〉
[a,b];q,t;p

= ∆0
λ(a|b; q, t; p) and

〈
λ

λ

〉
[a,b];q,t;p

=
C+
λ (a; q, t; p)

C+
λ (a/b; q, t; p)

. (4.39)

By (4.34), also for λ = (Nn) the binomial coefficients factor:〈
(Nn)

µ

〉
[a,b];q,t;p

= ∆0
(Nn)(a|b; q, t; p)∆µ

(
a/b|tn, aqN t1−n, q−N ; q, t; p

)
. (4.40)

The elliptic binomial coefficients satisfy a large number of symmetries and identities, and for
a complete list of these the reader is referred to the original papers [36, 38, 39] or the survey [45].
Here we state a selection of result needed later.

The most important summation for elliptic binomial coefficients is the convolution-type for-
mula ∑

ν⊂µ⊂λ
∆0
µ(a|d, e; q, t; p)

〈
λ

µ

〉
[ab,b];q,t;p

〈
µ

ν

〉
[a,c];q,t;p

=
∆0
λ(ab|bd, be; q, t; p)

∆0
ν(a/c|bd, be; q, t; p)

〈
λ

ν

〉
[ab,bc];q,t;p

, (4.41)

provided bcde = apq. For bc = 1 the right-hand side trivialises by (4.38), resulting in the
inversion relation∑

ν⊂µ⊂λ

〈
λ

µ

〉
[ab,b];q,t;p

〈
µ

ν

〉
[a,1/b];q,t;p

= δλν . (4.42)
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By (4.39) and (4.40) it follows that the special case λ = (Nn) and ν = 0 of (4.41) corresponds
to the (B)Cn-analogue of the elliptic Jackson sum (2.18), see, e.g., [5, 17, 36, 43, 52].

Two important symmetries we will rely on in Section 7 are the reciprocity and conjugation
symmetries〈

λ

µ

〉
[1/a,1/b];1/q,1/t;p

=

〈
λ′

µ′

〉
[1/aqt,1/b];t,q;p

= (−aq)|µ|−2|λ|qn(µ′)−4n(λ′)t4n(λ)−n(µ)

〈
λ

µ

〉
[a,b/p];q,t;p

. (4.43)

Finally, as follows from (4.18) and (4.33), in the limit the elliptic binomial coefficients reduce
to the binomial coefficients (4.18):

lim
p→0

〈
λ

µ

〉[
s2,b/p1/2

]
;q,t;p

=
(
s2q
)|λ/µ|

q2n(λ′/µ′)t−2n(λ/µ)C+
µ

(
s2; q, t

)[λ
µ

]
q,t,s

. (4.44)

In Sections 5 and 7 we also use the p, q-symmetric variant of the elliptic binomial coefficients,
defined as〈

λ

µ

〉
[a,b];t;p,q

:=

〈
λ(1)

µ(1)

〉
[a,b];p,t;q

〈
λ(2)

µ(2)

〉
[a,b];q,t;p

.

5 Elliptic beta integrals and interpolation kernels

5.1 Elliptic beta integrals

Let n be a positive integer, m an even nonnegative integer and p, q, t, t0, . . . , tm−1 ∈ C∗ such
that |p|, |q| < 1. Then the elliptic Dixon (or type I) and Selberg (or type II) densities are defined
as [38, 40, 45]

∆D(z; t0, . . . , tm−1; p, q) := κn
∏

16i<j6n

1

Γp,q
(
z±i z

±
j

) n∏
i=1

∏m−1
r=0 Γp,q

(
trz
±
i

)
Γp,q

(
z±2
i

)
and

∆S(z; t0, . . . , tm−1; t; p, q) := κn
∏

16i<j6n

Γp,q
(
tz±i z

±
j

)
Γp,q

(
z±i z

±
j

) n∏
i=1

Γp,q(t)
∏m−1
r=0 Γp,q

(
trz
±
i

)
Γp,q

(
z±2
i

) ,

where

κn = κn(p, q) :=
(p; p)n∞(q; q)n∞

2nn!(2πi)n
.

The actual elliptic Dixon and Selberg integral evaluations are given by [10, 11, 38, 45]∫
C

∆D(z; t0, . . . , t2n+3; p, q)
dz1

z1
· · · dzn

zn
=

∏
06r<s62n+3

Γp,q(trts) (5.1)

for t0 · · · t2n+3 = pq, and

Sn(t0, . . . , t5; t; p, q) :=

∫
C

∆S(z; t0, . . . , t5; t; p, q)
dz1

z1
· · · dzn

zn

=
n∏
i=1

(
Γp,q

(
ti
) ∏

06r<s65

Γp,q
(
ti−1trts

))
, (5.2)
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for t2n−2t0 · · · t5 = pq. In both integrals C is a deformation of Tn, separating the double
geometric progressions of poles of the integrands tending to zero from those tending to infinity.
For (5.2) we must also have that tC is contained in C. When |ur|, |tr| < 1 for all r as well as
|t| < 1 in the elliptic Selberg case, we may simply take C = Tn.4 For n = 1 the integrals (5.1)
and (5.2) coincide and correspond to Spiridonov’s elliptic beta integral [49].

Given a BCn-symmetric function f , we define its elliptic Selberg average by〈
f
〉(n)

t0,...,t5;t;p,q
:=

1

Sn(t0, . . . , t5; t; p, q)

∫
C

f(z)∆S(z; t0, . . . , t5; t; p, q)
dz1

z1
· · · dzn

zn
,

where C = Cf is as above and t2n−2t0 · · · t5 = pq.

5.2 The interpolation kernel

Let x, y ∈ (C∗)n and c, p, q, t ∈ C∗ such that |p|, |q| < 1. Then the interpolation kernel
Kc(x; y; t; p, q) is a meromorphic BCn-symmetric function in both x and y, satisfying

Kc(x; y; t; p, q) = Kc(x; y; t; q, p) = Kc(y;x; t; p, q) = K−c(−x; y; t; p, q) (5.3)

such that [40]

Kc(x; a〈µ〉n;t;p,q/c; t; p, q) = R∗µ(x; a, b; q, t; p)

n∏
i=1

(pq
ab

)2µ
(1)
i µ

(2)
i Γp,q

(
ax±i , bx

±
i

)
Γp,q

(
ti, abtn−i

) , (5.4)

where c2 = abtn−1 and

〈µ〉n;t;p,q :=
(
pµ

(1)
1 qµ

(2)
1 tn−1, . . . , pµ

(1)
n−1qµ

(2)
n−1t, pµ

(1)
n qµ

(2)
n
)

is an elliptic spectral vector. The interpolation kernel may recursively be defined using the initial
conditions

Kc(– ; – ; t, p, q) = 1 or Kc(x1; y1; t, p, q) =
Γp,q

(
cx±1 y

±
1

)
Γp,q

(
t, c2

) (5.5)

and branching rule

Kc(x; y; t; p, q) =

∏n
i=1 Γp,q

(
cy±n x

±
i

)
Γnp,q(t)Γp,q

(
c2
)∏

16i<j6n Γp,q
(
tx±i x

±
j

)
×
∫
C

Kc/t1/2(z; ŷ; t; p, q)∆D

(
t1/2x±, pqy±n /ct

1/2; z; p, q
)dz1

z1
· · · dzn−1

zn−1
, (5.6)

for x, y ∈ (C∗)n, ŷ = (y1, . . . , yn−1), z ∈ (C∗)n−1 and a suitable subset of the parameter space.
By (5.3), making the substitution(

c, t1/2, x
)
7→
(
−c,−t1/2,−x

)
(and also negating the integration variables on the right) leaves (5.6) unchanged. Hence there
is no need to fix a branch of t1/2. We further note that the symmetry of the kernel in y is
not manifest from the recursive definition, but follows from a similar such symmetry for the
“formal interpolation kernel” Kc(x; y; q, t; p) defined in [40] as a generalisation of the connection
coefficients identity for R∗µ(x; a, b; q, t). (By (5.5), for n = 2 the symmetry is an immediate
consequence of a special case of the elliptic integral transformation [38, Theorem 4.1].)

4For a more detailed analysis of the contours and potential issues, including existence, see the appendix of [38].
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5.3 The dual Littlewood kernel

Following [40] we consider two further kernels, known as the dual Littlewood kernel and Kawana-
ka kernel. For the dual Littlewood kernel, L′c(x; t; p, q), let x ∈ (C∗)n and c, p, q, t, u, v ∈ C∗ such
that c4uv = p and |p|, |q| < 1. Then [40]

L′c(x; t; p, q) :=
1∏n

i=1 Γp,q
(
cux±i , cvx

±
i

)
×
∫
Kc(z;x; t; p, q)∆S

(
z;u, v; t; p, q2

)dz1

z1
· · · dzn

zn
. (5.7)

As shown in [40, Corollary 7.3], the right-hand side depends on the product of u and v only so that
the dual Littlewood kernel is well-defined. Like the interpolation kernel Kc, L′−c(−x; t, p, q) =
L′c(−x; t, p, q). It further satisfies the symmetry

L′c(x; pq/t; p, q) = L′c(x; t; p, q)
∏

16i<j6n

Γp,q
(
tx±i x

±
j

)
,

and factorisation formula

L′
(p/qt)1/2

(
x; t2; p2, q2

)
= Γnp2,q2(p/qt)

n∏
i=1

Γp2,q4
(
pqx±2

i /t
) ∏

16i<j6n

Γp2,q2
(
pqx±i x

±
j /t
)
. (5.8)

Evaluating (5.7) at x = a〈µ〉n;t;p,q/c and using (5.4) as well as the simple relations Γp,q(z) =
Γp,q2(z, zq) and

Γp,q
(
zpkq`

)
Γp,q(z)

= (−z)−k`p−`(
k
2)q−k(

`
2)(z; p, q)k(z; q, p)`, (5.9)

we find

L′c(a〈µ〉n;t;p,q/c; t; p, q)

L′c(a〈0〉n;t;p,q/c; t; p, q)
=
(
uvtn−1

)2∑n
i=1 µ

(1)
i µ

(2)
i

〈
R∗µ(z; a, b; q, t; p)

〉(n)

a,aq,b,bq,u,v;t;p,q2

∆0
µ

(
atn−1/b|autn−1, avtn−1; t; p, q

) ,
where, as before, c4uv = p and c2 = abtn−1. Replacing (p, q, t) 7→

(
p2, q2, t2

)
and then specialis-

ing c = (p/qt)1/2 the left-hand side factors thanks to (5.8). By (5.9) this yields〈
R∗µ
(
z; a, b; t2; p2, q2

)〉(n)

a,aq2,b,bq2,u,v;t2;p2,q4

= ∆0
µ

(
at2n−2/b|a2q2t2n−2, aut2n−2, avt2n−2; t2; p2, q2

)
×
C−µ
(
pqt; t2; p2, q2

)
C+
µ

(
a2q2t4n−4; t2; p2, q2

)
C0

(2,1)µ2

(
a2q4t4n−2; t2; p2, q4

) , (5.10)

where uv = (qt)2 and abqt2n−1 = p. For later convenience we interchange p and q
(
and(

µ(1), µ(2)
)
7→
(
µ(2), µ(1)

))
. Using the p, q-symmetry of the Selberg average, and finally re-

placing (a, b, u, v) 7→ (q/bt, q/at, ptv, pt/v), (5.10) may equivalently be stated as in our next
theorem.

Theorem 5.1. For µ ∈ P+(n) × P+(n) and a, b, v, p, q, t ∈ C∗ such that ab = pqt2n−3 and
|p|, |q| < 1,〈

R∗µ
(
z; q/bt, q/at; t2; p2, q2

)〉(n)

q/at,p2q/at,q/bt,p2q/bt,ptv,pt/v;t2;p4,q2

= ∆0
µ

(
a2t/pq

∣∣a2t2−2n, atv±; t2; p2, q2
)C−µ (pqt; t2; p2, q2

)
C+
µ

(
a2; t2; p2, q2

)
C0

(1,2)µ2

(
(apt)2; t2; p4, q2

) . (5.11)



28 C.-h. Lee, E.M. Rains and S.O. Warnaar

Eliminating b, let fµ(a, v; t; p, q) denote the left-hand side of (5.11) for µ = (0, µ) and
µ ∈ P (n). By (4.31) and (5.9)

fµ(a, v; t; p, q) = fν
(
aq2µn , v; t; p, q

)
,

where ν := (µ1−µn, . . . , µn−1−µn, 0). For this special choice of µ, the same functional equation
is satisfied by the right-side of (4.31) thanks to (2.14), leading to the following corollary.

Corollary 5.2. For µ ∈ P (n) and a, b, v, p, q, t ∈ C∗ such that ab = pqt2n−3 and |p|, |q| < 1,〈
R∗µ
(
z; q/bt, q/at; q2, t2; p2

)〉(n)

q/at,p2q/at,q/bt,p2q/bt,ptv,pt/v;t2;p4,q2

= ∆0
µ

(
a2t/pq

∣∣a2t2−2n, atv±; q2, t2; p2
)C−µ (pqt; q2, t2; p2

)
C+
µ

(
a2; q2, t2; p2

)
C0

2µ2

(
(apt)2; q2, t2; p4

) . (5.12)

According to [39, Corollary 4.14], if a2b2uvt2n−2 = p then5〈
R∗λ(z; a, b; t; p, q)

〉(n)

a,aq,b,bq,u,v;t;p,q2
= ∆0

λ

(
atn−1/b|a2qtn−1, autn−1, avtn−1; t; p, q

)
×
∑
µ

∆µ

(
1/b2|tn, a2qtn−1; t; p, q2

)
∆(1,2)µ

(
1/b2|tn, a2qtn−1; t; p, q

)〈 λ

(1, 2)µ

〉
[atn−1/b,abtn−1];t;p,q

. (5.13)

Combining this with (5.10) and using

∆0
µ

(
1/b2|tn, a2qtn−1; t; p, q2

)
∆0

(1,2)µ

(
1/b2|tn, a2qtn−1; t; p, q

) =
1

∆0
µ

(
1/b2|qtn, a2q2tn−1; p, q2

) ,
which is equal to 1 if a2b2qt2n−1 = p, leads to the following quadratic summation formula.

Corollary 5.3. For λ ∈ P+(n)× P+(n),∑
µ

∆µ

(
a|– ; t2; p2, q4

)
∆(1,2)µ

(
a|– ; t2; p2, q2

)〈 λ

(1, 2)µ

〉
[apq/t,p/qt];t2;p2,q2

=
C−λ
(
pqt; t2; p2, q2

)
C+
λ

(
ap2/t2; t2; p2, q2

)
C0

(2,1)λ2

(
ap2q2; t2; p2, q4

) .

5.4 The Kawanaka kernel

For the Kawanaka kernel, L−c (x; t; p, q), we have a very similar definition and set of results as
for the dual Littlewood kernel.

Let x ∈ (C∗)n and c, p, q, t, u, v ∈ C∗ such that c2uv = pq and |p|, |q| < 1. Then the Kawanaka
kernel is defined as [40]

L−c (x; t; p, q) :=
n∏
i=1

1

Γp2,q2
(
cu2x±i , cv

2x±i
)

×
∫
Kc
(
z2;x; t2; p2, q2

)
∆S(z;u, v; t; p, q)

dz1

z1
· · · dzn

zn
, (5.14)

which once again does not depend on the individual choice of u and v. The Kawanaka kernel
satisfies the symmetry

L−c (x; pq/t; p, q) = L−c (x;−t; p, q)Γnp2,q2
(
t2
) ∏

16i<j6n

Γp2,q2
(
t2x±i x

±
j

)
,

5The statement of [39, Corollary 4.14] contains a minor typo in the argument of ∆0
λ.
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and factorisation formula

L−
(pq/t)1/2

(x;−t; p, q) = Γnp2,q2(pq/t)
n∏
i=1

Γp,q
(
−(pq/t)1/2x±i

) ∏
16i<j6n

Γp2,q2
(
pqx±i x

±
j /t
)
. (5.15)

Evaluating (5.14) at x = a〈µ〉n;t2;p2,q2/c and proceeded exactly as in the dual Littlewood
case, also using

Γp2,q2
(
z2
)

= Γp,q(z,−z), (5.16)

we find

L−c
(
a〈µ〉n;t2;p2,q2/c; t; p, q

)
L−c
(
a〈0〉n;t2;p2,q2/c; t; p, q

)
=
(
u2v2t2n−2

)2∑n
i=1 µ

(1)
i µ

(2)
i

〈
R∗µ
(
z2; a, b; q2, t2; p2

)〉(n)

a1/2,−a1/2,b1/2,−b1/2,u,v;t;p,q

∆0
µ

(
at2n−2/b|au2t2n−2, av2t2n−2; t2; p2, q2

) ,

where c2uv = pq and c2 = abt2n−2. Replacing t 7→ −t and then specialising c = (pq/t)1/2, the
left-hand side factors by (5.15), leading to our next theorem.

Theorem 5.4. For µ ∈ P+(n)×P+(n) and a, b, u, v, p, q, t ∈ C∗ such that abt2n−1 = pq, uv = t
and |p|, |q| < 1,〈

R∗µ
(
z2; a, b; t2; p2, q2

)〉(n)

a1/2,−a1/2,b1/2,−b1/2,u,v;−t;p,q

= ∆0
µ

(
at2n−2/b

∣∣a2t2n−2, au2t2n−2, av2t2n−2; t2; p2, q2
)

×
C−µ
(
pqt; t2; p2, q2

)
C+
µ

(
a2t4n−4; t2; p2, q2

)
C0

2µ2(−at2n−1;−t; p, q)
. (5.17)

From (2.13), (5.9) and (5.16) it follows that (5.17) for µ = (0, µ) again extends from partitions
to weights.

Corollary 5.5. For µ ∈ P (n) and a, b, u, v, p, q, t ∈ C∗ such that abt2n−1 = pq, uv = t and
|p|, |q| < 1,〈

R∗µ
(
z2; a, b; q2, t2; p2

)〉(n)

a1/2,−a1/2,b1/2,−b1/2,u,v;−t;p,q

= ∆0
µ

(
at2n−2/b

∣∣a2t2n−2, au2t2n−2, av2t2n−2; q2, t2; p2
)

×
C−µ
(
pqt; q2, t2; p2

)
C+
µ

(
a2t4n−4; q2, t2; p2

)
C0

2µ2

(
−at2n−1; q,−t; p

) .

The analogue of (5.13) in the Kawanaka case is given by [39, Corollary 4.16]〈
R∗λ
(
z2; a, b; t2; p2, q2

)〉(n)

a1/2,−a1/2,b1/2,−b1/2,u,v;−t;p,q

= ∆0
λ

(
at2n−2/b|a2t2n−2, au2t2n−2, av2t2n−2; t2; p2, q2

)
×
∑
µ

∆µ

(
1/b|(−t)n,−a(−t)n−1;−t; p, q

)
∆µ

(
1/b2|t2n, a2t2n−2; t2; p2, q2

) 〈
λ

µ

〉
[at2n−2/b,abt2n−2];t2;p2,q2

for abuvt2n−2 = pq. Since for abt2n−1 = pq

∆0
µ

(
1/b|(−t)n,−a(−t)n−1;−t; p, q

)
∆0
µ

(
1/b2|t2n, a2t2n−2; t2; p2, q2

) =
1

∆0
µ

(
1/b|−(−t)n, a(−t)n−1;−t; p, q

) = 1,

we thus obtain the quadratic summation formula of the next corollary.
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Corollary 5.6. For λ ∈ P+(n)× P+(n),∑
µ

∆µ(a|– ;−t; p, q)
∆µ

(
a2|– ; t2; p2, q2

)〈λ
µ

〉
[a2pq/t,pq/t];t2;p2,q2

=
C−λ
(
pqt; t2; p2, q2

)
C+
λ

(
a2p2q2/t2; t2; p2, q2

)
C0

2λ2(−apq;−t; p, q)
. (5.18)

Here we note that a in (5.17) has been replaced by apqt1−2n.

6 Transition coefficients via elliptic hypergeometric integrals

6.1 Transition coefficients

Recall that the Macdonald polynomials Pλ indexed by weights λ ∈ P (n) form a basis ΛGL(n). In
particular, any BCn-symmetric polynomial can be expanded in terms of Macdonald polynomials.
If {fλ} (for λ ∈ P+(n) or λ ∈ P (n)) is a basis of ΛBC(n) and g an arbitrary element of ΛBC(n)

which expands in this basis as

g =
∑
λ

cλfλ,

we will write [fλ]g to denote the coefficient cλ. By (4.9) it then follows that[
P(λ1,...,λn)(q, t)

]
g =

[
P(−λn,...,−λ1)(q, t)

]
g, (6.1)

so that it suffices to consider
[
Pλ(q, t)

]
g for λ ∈ P (n) such that λ1 > 0.

We are concerned with computing the transition coefficients

c(n)
λµ (q, t, s) :=

[
Pλ(q, t)

]
P̄ ∗µ(q, t, s) ∈ Q(q, t)

[
s, s−1

]
(6.2)

for λ ∈ P (n) and µ ∈ P+(n). Apart from

c(n)
(λ1,...,λn),µ(q, t, s) = c(n)

(−λn,...,−λ1),µ(q, t, s),

it follows from (4.13), the homogeneity of the Macdonald polynomials and (4.5) that c(n)
λµ satisfies

the simple relations

c(n)
λµ (q, t, s) = c(n)

λµ (1/q, 1/t, 1/s) = (−1)|λ|−|µ|c(n)
λµ (q, t,−s).

It will be convenient to scale c(n)
λµ (q, t, s) to a function that depends polynomially on s2. To

this end we define

C (n)
λµ (q, t, s) := (−stn−1)|µ|−|λ|qn(µ′)−n(λ′)t2n(λ)−2n(µ)c(n)

λµ (q, t, s) ∈ Q(q, t)
[
s2
]
, (6.3)

where we recall that n(λ) and n(λ′) are defined for arbitrary weights λ on page 7. Some of the

above symmetries for c(n)
λµ translate to

C (n)
λµ (q, t, s) = C (n)

λµ (q, t,−s) =
( q
s2

)|λ|
C (n)

(−λn,...,−λ1),µ(q, t, s). (6.4)

Lemma 6.1. Let λ, µ ∈ P+(n). Then

C (n)
λµ (q, t, s) = 0 if λ 6⊂ µ

and C (n)
λλ (q, t, s) = 1.
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Proof. According to [35, Theorem 6.16], for λ, µ ∈ P+(n),

C̄λµ :=
[
Pλ
(
x±; q, t

)]
P̄ ∗µ(x; q, t, s) = 0

if λ 6⊂ µ (where C̄λµ ∈ Q(q, t)[s±]), and C̄µµ = 1. We also have, for λ ∈ P+(n) and ν ∈ P (n),
that

Ĉνλ :=
[
Pν(x; q, t)

]
Pλ
(
x±; q, t

)
= 0

if |λ| − |ν| is odd, or if there exists an 1 6 i 6 n such that |νi| > λi (where Ĉνλ ∈ Q(q, t)), and
Ĉλλ = 1. Combining these two results the claim immediately follows. �

Corollary 6.2. Let N ∈ Z and µ ∈ P+(n). Then

C (n)
(Nn),µ(q, t, s) = 0 if

(
|N |n

)
6⊂ µ.

It seems to be a hard problem to get a handle on the general form of C (n)
λµ (q, t, s). When n = 1

it is a straightforward exercise in basic hypergeometric series to show that for N an integer and
k a nonnegative integer

C (1)
(N),(k)

(
q, t, sq1/2

)
=

k∑
i=0

s2iqi(i+N)

[
k

i

]
q

[
k

i+N

]
q

. (6.5)

Here
[
k
i

]
q

is the standard q-binomial coefficient

[
k

i

]
q

=


(q; q)k

(q; q)i(q; q)k−i
for 0 6 i 6 k,

0 otherwise.

For s = 1 the sum in (6.5) can be performed by the q-Chu–Vandermonde summation [13,
equation (II.7)] to give

C (1)
(N),(k)

(
q, t, q1/2

)
=

[
2k

k +N

]
q

,

which generalises nicely for λ = (Nn).

Theorem 6.3. For N a nonnegative integer and µ ∈ P+(n) such that (Nn) ⊂ µ,

C (n)
(Nn),µ

(
q, t, q1/2

)
=
C0
µ

(
tn; q, t

)
C+
µ

(
qt2n−2; q, t

)
C−µ (t; q, t)

n∏
i=1

(
qtn−i; q

)
µi(

qtn−i; q
)
µi−N

(
qtn−i; q

)
µi+N

. (6.6)

By (6.4) with s2 = q, the restriction that N is nonnegative is non-essential, and it is of course
clear that the right-hand side of (6.6) is invariant under negation of N . Replacing µ 7→ µ+(Nn)
and using (2.13) and (4.14), it follows that (6.6) may also be stated as

C (n)
(Nn),µ+(Nn)

(
q, t, q1/2

)
=
C0
µ

(
tn; q, t

)
C+
µ

(
q2N+1t2n−2; q, t

)
C0
µ

(
qtn−1; q, t

)
C−µ (t; q, t)

. (6.7)

By the connection coefficient formula for P̄ ∗µ(q, t, s), see [35, Theorem 3.12], (6.6) leads to an

expression for the more general transition coefficient C (n)
(Nn),µ

(
q, t, sq1/2

)
. Since this result is not
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needed later, we omit the details. We do remark, however, that this expression does not (in an
obvious manner) generalise (6.5), but instead extends the alternative form

C (n)
(N),(k)

(
q, t, sq1/2

)
=

k∑
i=0

si−N
(sq; q)k(s; q)k−i

(sq; q)i

[
k

i

]
q

[
2i

i+N

]
q

, (6.8)

which obscures the fact that this is polynomial in s2. The equality of (6.5) and (6.8) follows
from the transformation formula

φ2 1

[
q−N/b, q−N

bq
; q, a2q2N+1

]
= (a/b, aq; q)N φ4 3

[
bq1/2,−bq1/2,−bq, q−N

b2q, aq, bq1−N/a
; q, q

]
,

which we have not yet succeeded in generalising to the multivariable setting. The more gen-

eral expression for C (n)
(Nn),µ+(Nn)

(
q, t, sq1/2

)
does however show it to be a rational function in

Q
(
q, t, s, tn, qN tn

)
.

6.2 Proof of Theorem 6.3

In this section we give a proof of Theorem 6.3 based on the elliptic hypergeometric integral (5.12).

Proposition 6.4. For µ ∈ P (n) and q, t, s ∈ C such that 0 < |q|, |t| < 1 and |sqµn | < 1,〈
P̄ ∗µ(z; q, t, s)

n∏
i=1

θ(vzi; q)(
sz±i ; q

)
∞

〉(n)

q,t

=
(
−stn−1

)−|µ|
q−n(µ′)t2n(µ)

C0
µ

(
tn, s2tn−1; q, t

)
C+
µ

(
s2t2n−2; q, t

)
C0
µ

(
svtn−1, sv−1qtn−1; q, t

)
C−µ (t; q, t)

×
n∏
i=1

(
svti−1, sv−1qti−1; q

)
∞(

qti−1, s2ti−1; q
)
∞

. (6.9)

The integrand on the left has simple poles at zi =
(
sqµn+k

)σ
for σ ∈ {−1, 1}, 1 6 i 6 n and k

a nonnegative integer. The condition |sqµn | < 1 ensures that the poles at zi = sqµn+k lie in the
interior of Tn and the poles at zi = s−1q−µn−k lie in the exterior.

Before showing how (6.9) follows from (5.12), we first use the former to prove Theorem 6.3.

Proof of Theorem 6.3. Let N be a nonnegative integer and replace s, v 7→ qN+1/2 in (6.9).
By (2.8) and (4.14) this yields

(
−qN+1/2tn−1

)|µ|
qn(µ′)t−2n(µ)

〈
P̄ ∗µ+(Nn)

(
z; q, t, q1/2

) n∏
i=1

z−Ni

〉(n)

q,t

=
C0
µ(tn; q, t)C+

µ

(
q2N+1t2n−2; q, t

)
C0
µ

(
qtn−1; q, t

)
C−µ (t; q, t)

. (6.10)

By the orthogonality (4.3),

cλµ(q, t, s) =

〈
Pλ
(
z−1; q, t

)
P̄ ∗µ(z; q, t, s)

〉(n)

q,t〈
Pλ
(
z−1; q, t

)
Pλ(z; q, t)

〉(n)

q,t

.

Since P(Nn)(z; q, t) =
∏n
i=1 z

N
i , for λ = (Nn) this simplifies to

c(Nn),µ(q, t, s) =

〈
P̄ ∗µ(z; q, t, s)

n∏
i=1

z−Ni

〉(n)

q,t

.
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Shifting µ 7→ µ+ (Nn) and using (6.3), this yields

C(Nn),µ+(Nn)

(
q, t, q1/2

)
=
C0
µ

(
tn; q, t

)
C+
µ

(
q2N+1t2n−2; q, t

)
C0
µ

(
qtn−1; q, t

)
C−µ (t; q, t)

.

Equating this with (6.10) we obtain (6.7). �

Proof of Proposition 6.4. We begin by making the substitutions a 7→ st2n−2 and v 7→ v/p
in (5.12), resulting in〈

R∗µ
(
z; s/p, qt1−2n/s; q2, t2; p2

)〉(n)

qt1−2n/s,p2qt1−2n/s,s/p,sp,tv,p2t/v;t2;p4,q2

= ∆0
µ

(
s2t4n−3/pq

∣∣s2t2n−2, st2n−1v/p, spt2n−1/v; q2, t2; p2
)

×
C+
µ

(
s2t4n−4; q2, t2; p2

)
C−µ
(
pqt; q2, t2; p2

)
C0

2µ2

(
sp2t4n−2; q2, t2; p4

) . (6.11)

The general method for taking the p→ 0 limit of integrals such as (6.11) was developed in [37]
and has also applied more recently in [1]. It relies on a trick to break the BCn symmetry,
resulting in an integral with Sn-symmetry only. Denote the left-hand side of (6.11) by L .
Then, by

Γp2,q(z, pz) = Γp,q(z),

we have

L =
1

Sn
(
qt1−2n/s, p2qt1−2n/s, s/p, sp, tv, p2t/v; t2; p4, q2

)
×
∫
R∗µ
(
z; s/p, qt1−2n/s; q2, t2; p2

)
∆S

(
z; tv, p2t/v; t2; p4, q2

)
×

n∏
i=1

Γp2,q2
(
sz±i /p, qt

−nz±i /s
)dz1

z1
· · · dzn

zn
.

By BCn-symmetry and the identity

1 =
∑

σ∈{±1}n

n∏
i=1

θ
(
t0z

σi
i , t1z

σi
i , t2z

σi
i , t

n−1t0t1t2z
−σi
i ; q

)
θ
(
z2σi
i , ti−1t0t1, ti−1t0t2, ti−1t1t2; q

) ∏
16i<j6n

θ
(
tzσii z

σj
j ; q

)
θ
(
zσii z

σj
j ; q

) ,
we may multiply the integrand by the symmetry-breaking factor

2n
n∏
i=1

θ
(
szi/p, qt

1−2nzi/s, tvzi, qvz
−1
i /p; q2

)
θ
(
z2
i , qt

2i−2n−1/p, st2i−1v/p, qt2i−2nv/s; q2
) ∏

16i<j6n

θ
(
t2zizj ; q

2
)

θ
(
zizj ; q2

) .
By the functional equation (2.5) for the elliptic gamma function, this leads to

L =
2nκn

(
p4, q2

)
Γnp4,q2

(
t2
)

Sn
(
qt1−2n/s, p2qt1−2n/s, sp, s/p, tv, p2t/v; t2; p4, q2

)
×
∫
R∗µ
(
z; s/p, qt1−2n/s; q2, t2; p2

) n∏
i=1

θ
(
pqzi/v; q2

)
×

n∏
i=1

Γp2,q2
(
s(pzi)

±, pqt1−2n(pzi)
±/s

)
Γp4,q2

(
ptv(pzi)

±, p2tz±i /v
)

Γp4,q2
(
p2
(
p2z2

i

)±)
×

∏
16i<j6n

Γp4,q2
(
p2t2

(
p2zizj

)±
, t2(zi/zj)

±)
Γp4,q2

(
p2
(
p2zizj

)±
, (zi/zj)±

) dz1

z1
· · · dzn

zn
.
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We can scale the contour C by a factor 1/p without crossing any poles. Then replacing zi 7→ zi/p
(so that the contour is once again given by C) and using (4.37) with

(x, a, b, p, q, t) 7→
(
z/p, s/p, qt1−2n/s, p2, q2, t2

)
,

this yields

L =
2nq4n(µ′)t−4n(µ)

(
s2qt4n−3/p

)|µ|
κn
(
p4, q2

)
Γnp4,q2

(
t2
)

Sn
(
qt1−2n/s, p2qt1−2n/s, sp, s/p, tv, p2t/v; t2; p4, q2

)
×
∫
R∗µ
(
z; s, pqt1−2n/s; q2, t2; p2

) n∏
i=1

θ
(
qzi/v; q2

)
×

n∏
i=1

Γp2,q2
(
sz±i , pqt

1−2nz±i /s
)
Γp4,q2

(
ptvz±i , ptzi/v, p

3tz−1
i /v

)
Γp4,q2

(
p2z±2

i

)
×

∏
16i<j6n

Γp4,q2
(
p2t2(zizj)

±, t2(zi/zj)
±)

Γp4,q2
(
p2(zizj

)±
, (zi/zj)±)

dz1

z1
· · · dzn

zn
.

Taking the p→ 0 limit using (4.33) and

lim
p→0

Γ(pαz; p, q) =


1/(z; q)∞ if α = 0,

1 if 0 < α < 1,

(q/z; q)∞ if α = 1,

we obtain

lim
p→0

(
p

qt

)|µ|
L =

(
−st2n−2

)3|µ|
q6n(µ′)t−8n(µ)

n∏
i=1

(
q2t2i−2, s2t2i−2; q2

)
∞(

sqt2i−2v±; q2
)
∞

×
C−µ
(
t2; q2, t2

)
C0
µ

(
t2n; q2, t2

)〈P̄ ∗µ(z; q2, t2, s2
) n∏
i=1

θ
(
qzi/v; q2

)(
sz±i ; q2

)
∞

〉(n)

q2,t2
, (6.12)

where we have also used the evaluation (4.2).

Taking the same limit in the right-hand side of (6.11) yields

lim
p→0

(
p

qt

)|µ|
R =

(
st2n−2

)2|µ|
q4n(µ′)t−4n(µ)

C0
µ

(
s2t2n−2; q2, t2

)
C+
µ

(
s2t4n−4; q2, t2

)
C0
µ

(
sqt2n−2v±; q2, t2

) . (6.13)

Equating the right-hand sides of (6.12) and (6.13), and replacing v 7→ q/v results in (6.9) with
(q, t) 7→

(
q2, t2

)
, completing the proof. �

7 The elliptic hypergeometric function Φλ

In this section we define a new elliptic hypergeometric function,

Φλ = Φλ(q, t; p) = Φλ(a; b, c, d; q, t; p),

study its symmetries and prove two summation formulas for one-parameter specialisations of
{a, b, c, d}. The p→ 0 limit of Φλ(q, t; p) will play an important role in proving the q, t-branching
rules (1.8) and (1.12).



An Elliptic Hypergeometric Function Approach to Branching Rules 35

For λ a partition and a, b, c, d, p, q, t ∈ C∗ such that |p| < 1, the elliptic hypergeometric
function Φλ(q, t; p) is defined as

Φλ(a; b, c, d; q, t; p)

:=
1

∆0
λ

(
e|f ; q2, t2; p2

) ∑
µ⊂λ

C−µ
(
pqt; q2, t2; p2

)
C+
µ

(
a2p2/q2; q2, t2; p2

)
C0
µ

(
ap, bp, cp, dp; q2, t2; p

) 〈
λ

µ

〉
[e,f ];q2,t2;p2

=
1

∆0
λ

(
e|f ; q2, t2; p2

) ∑
µ⊂λ

((
−eq2

)|µ|
q2n(µ′)t−2n(µ)

×
C−µ
(
pqt; q2, t2; p2

)
C+
µ

(
a2/q2; q2, t2; p2

)
C0
µ

(
a, b, c, d; q2, t2; p

) 〈
λ

µ

〉
[e,f ];q2,t2;p2

)
, (7.1)

where e := bcd/aq2 and f := bcdq/a3pt. The equality of the two expressions on the right of (7.1)
is a direct consequence of the quasi-periodicity (2.9) of the elliptic C-symbols. We also note that
Φλ(a;−a, c, d; q, t; p) is a function of a2 only, so that Φλ(a;−a, c, d; q, t; p) = Φλ(−a; a, c, d; q, t; p).

For later use we also define the following basic hypergeometric analogue of Φλ(q, t; p):

Φλ(q, t) = Φλ(a; b, c, d; q, t) :=
∑
µ⊂λ

(−1)|µ|q−n(µ′)tn(µ)
C+
µ

(
a2/q, s2; q, t

)
C0
µ(a, b, c, d; q, t)

[
λ

µ

]
q,t,s

, (7.2)

where s2 := bcd/aq. The reason for renaming e in (7.1) as s2 is the convention of writing
[
λ
µ

]
q,t,s

.

Here we recall that the q, t, s-binomial coefficient is a function of s2 only. For λ a partition of
length at most one Φλ(q, t) is independent of t and simplifies to a balanced, terminating φ5 4

basic hypergeometric series [13]:

Φ(N)(a; b, c, d; q, t) = φ5 4

[
aq−1/2,−aq−1/2,−a, bcdqN−1/a, q−N

a2q−1, b, c, d
; q, q

]
. (7.3)

Lemma 7.1. We have

lim
p→0

Φλ(a; b, c, d; q, t; p) = Φλ

(
a; b, c, d; q2, t2

)
.

Proof. By (2.9a),

∆0
λ(e|f ; q, t; p) = (eq)|λ|q2n(λ)t−2n(λ)∆0

λ(e|fp; q, t; p).

Replacing (p, q, t) 7→
(
p2, q2, t2

)
and substituting the above in the second form for Φ, the p→ 0

limit can be taken using (4.44) and limp→0C
0,±
λ

(
zp; q2, t2; p2

)
= 1, resulting in the claim. �

The function Φλ satisfies the following symmetries.

Lemma 7.2. For λ a partition

Φλ(1/a; 1/b, 1/c, 1/d; 1/q, 1/t; p) = Φλ(a; b, c, d; q, t; p) (7.4a)

and

Φλ′(a; b, c, d; t, q; p) = Φλ(1/a; 1/b, 1/c, 1/d; q, t; p). (7.4b)

Combining these two results further yields

Φλ(a; b, c, d; 1/q, 1/t; p) = Φλ′(a; b, c, d; t, q; p). (7.5)
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Proof. Throughout the proof e and f are fixed as e = bcd/aq2 and f = bcdq/a3pt.
By (2.11) and (4.43),

Φλ(1/a; 1/b, 1/c, 1/d; 1/q, 1/t; p)

=
1

∆0
λ

(
1/e|1/fp2; 1/q2, 1/t2; p2

) ∑
µ⊂λ

(
(−eq2)−|µ|q−2n(µ′)t2n(µ)

×
C−µ
(
p/qt; 1/q2, 1/t2; p2

)
C+
µ

(
q2/a2; 1/q2, 1/t2; p2

)
C0
µ

(
1/a, 1/b, 1/c, 1/d; 1/q2, 1/t2; p

) 〈
λ

µ

〉
[1/e,1/fp2];1/q2,1/t2;p2

)

=

(
f2p6

e3q6

)|λ|
q−8n(λ′)t8n(λ)

∆0
λ

(
eq2/p4|fp2; q2, t2; p2

)
×
∑
µ⊂λ

(epq/t)|µ|t−4n(µ)
C−µ
(
qt/p; q2, t2; p2

)
C+
µ

(
a2/q2; q2, t2; p2

)
C0
µ

(
a, b, c, d; q2, t2; p

) 〈
λ

µ

〉
[e,f ];q2,t2;p2

.

The first claim now follows by applying (2.9a) to ∆0
λ and (2.9b) to C−µ .

Similarly, by (2.10) and (4.43),

Φλ′(a; b, c, d; t, q; p)

=
1

∆0
λ′
(
eq2/t2|ft2/q2; t2, q2; p2

) ∑
µ⊂λ

(
(−eq2)|µ|q−2n(µ′)t2n(µ)

×
C−µ′
(
pqt; t2, q2; p2

)
C+
µ′
(
a2/t2; t2, q2; p2

)
C0
µ′
(
a, b, c, d; t2, q2; p

) 〈
λ′

µ′

〉
[eq2/t2,ft2/q2];t2,q2;p2

)

=

(
e3p2q10

f2t4

)|λ|
q−8n(λ′)t8n(λ)

∆0
λ

(
1/ep4q4|q2/ft2; q2, t2; p2

) ∑
µ⊂λ

(
(−eq2)−|µ|q2n(µ′)t−2n(µ)

×
C−µ
(
pqt; q2, t2; p2

)
C+
µ′
(
1/a2q2; q2, t2; p2

)
C0
µ′
(
1/a, 1/b, 1/c, 1/d; q2, t2; p

) 〈
λ

µ

〉
[1/eq4,q2/fp2t2];q2,t2;p2

)
.

By (2.9a) applied to ∆0
λ this yields

Φλ′(a; b, c, d; t, q; p)

=
1

∆0
λ

(
1/eq4|q2/fp2t2; q2, t2; p2

) ∑
µ⊂λ

(
(−eq2)−|µ|q2n(µ′)t−2n(µ)

×
C−µ
(
pqt; q2, t2; p2

)
C+
µ′
(
1/a2q2; q2, t2; p2

)
C0
µ′
(
1/a, 1/b, 1/c, 1/d; q2, t2; p

) 〈
λ

µ

〉
[1/eq4,q2/fp2t2];q2,t2;p2

)
= Φλ(1/a; 1/b, 1/c, 1/d; q, t; p).

For the final equality we note that if for e = e(a, b, c, d; q) and f = f(a, b, c, d; q, t; p) we define
ê := e(1/a, 1/b, 1/c, 1/d; q) and f̂ := f(1/a, 1/b, 1/c, 1/d; q, t; p), then eq2 = 1/êq2 (so that
1/eq4 = ê) and q2/fp2t2 = f̂ . �

The elliptic hypergeometric series (7.1) is balanced but not, generally, (very-)well-poised. For
example, as follows from (4.40), the one-row case of Φλ is given by

Φ(N)(a; b, c, d; q, t; p) =

N∑
k=0

((
ep2q2/f ; q2, p2

)
2k(

e/f ; q2, p2
)

2k

(
a2p2, a2p2/q2; q4, p2

)
k(

ap, bp, cp, dp; q2, p
)
k

×
(
e/f, pqt, eq2N , q−2N ; q2, p2

)
k(

p2q2, a2p2/q2, p2q2−2N/f, ep2q2N+2/f ; q2, p2
)
k

)
,
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generalising (7.3). Since(
a2p2, a2p2/q2; q4, p2

)
k(

ap, bp, cp, dp; q2, p
)
k

=

(
−ap,−ap2,±ap/q,±ap2/q; q2, p2

)
k(

bp, bp2, cp, cp2, dp, dp2; q2, p2
)
k

, (7.6)

Φ(N)(a; b, c, d; q, t; p) is a balanced elliptic hypergeometric series of the form (2.17) for r = 9.
The ratio of elliptic shifted factorials (7.6) is however not well-poised, and there are exactly eight
choices for b, c, d for which it is: b ∈ {−a,−at/q} and c, d one of

c = −d = at, (7.7a)

c = −d = a/q, (7.7b)

c = σat, d = −σa/q, (7.7c)

where σ ∈ {−1, 1}. By (7.4b) only four of these are independent, and irrespective of the choice
of b, (7.7a) and (7.7b) as well as the two choices for σ in (7.7c) are related by conjugation.

For two of these independent choices we have a closed-form evaluation, generalising (2.19b)
and (2.19d). Our first result is a generalisation of (2.19b), which is recovered for λ = (N) after
making the substitution (a, t) 7→

(
aq4/bp2, bp/q

)
followed by

(
p2, q2

)
7→ (p, q).

Theorem 7.3. For λ a partition,

Φλ

(
a1/2;−a1/2, a1/2t,−a1/2t; q, t; p

)
=


∆µ

(
at2/q2|– ; q4, t2; p2

)
∆2µ

(
at2/q2|qt/p; q2, t2; p2

) if λ = 2µ,

0 otherwise.

(7.8)

Proof. By the inversion relation (4.42), the quadratic summation of Corollary 5.3 implies∑
µ

C−µ
(
pqt; t2; p2, q2

)
C+
µ

(
ap2/t2; t2; p2, q2

)
C0

(2,1)µ2

(
ap2q2; t2; p2, q4

) 〈
λ

µ

〉
[a,qt/p];t2;p2,q2

=


∆ν

(
a|– ; t2; p2, q4

)
∆(1,2)ν

(
a|– ; t2; p2, q2

) if λ = (1, 2)ν,

0 otherwise.

(7.9)

Choosing λ = (0, λ) and noting that

C0
µ2
(
ap2q2; q4, t2; p2

)
= C0

µ

(
± a1/2pq,±a1/2pq/t; q2, t2; p

)
,

leads to∑
µ

C−µ
(
pqt; q2, t2; p2

)
C+
µ

(
ap2/t2; q2, t2; p2

)
C0
µ

(
± a1/2pq,±a1/2pq/t; q2, t2; p

) 〈
λ

µ

〉
[a,qt/p];q2,t2;p2

=


∆ν

(
a|– ; q4, t2; p2

)
∆2ν

(
a|– ; q2, t2; p2

) if λ = 2ν,

0 otherwise.

Dividing both sides by ∆0
λ

(
a|qt/p; q2, t2; p2

)
and replacing a 7→ at2/q2 results in (7.8). �

The p → 0 limit of Theorem 7.3 yields a summation generalising Andrews’ terminating
q-analogue of Watson’s 3F2 summation [2, Theorem 1]

φ4 3

[
a1/2,−a1/2, bqN−1, q−N

a, b1/2,−b1/2
; q, q

]
=


aN/2

(
q, b/a; q2

)
N/2(

aq, b; q2
)
N/2

if N is even,

0 otherwise.

(7.10)
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Corollary 7.4. For λ a partition,

Φλ

(
a1/2;−a1/2, (at)1/2,−(at)1/2; q, t

)
=

(a/q)|µ|t−2n(µ)
C−µ
(
q, qt; q2, t

)
C+
µ

(
a, at; q2, t

)
C0

2µ2

(
at; q2, t

) if λ = 2µ,

0 otherwise.

(7.11)

Andrews’ summation is obtained by taking λ = (N) and replacing (a, t) 7→ (aq, b/aq). In
Conjecture 9.1 below we give a second multi-sum generalisation of (7.10).

Proof. In the following we consider the right-hand side of (7.8) with
(
p2, q2, t2

)
7→ (p, q, t).

By (2.9),

∆λ(a|– ; q, t, p) =

(
t

a3q3

)|λ|
q−4n(λ′)t6n(λ) C0

2λ2(aq; q, t; p)

C−λ (q, t; q, t; p)C+
λ (a, aq/t; q, t; p)

.

This implies

lim
p→0

∆µ

(
at/q|– ; q2, t, p

)
∆2µ

(
at/q|– ; q, t, p

)
=
(
a3qt2

)|µ|
q8n(µ′)t−6n(µ)

C0
2µ2

(
aqt; q2, t

)
C−2µ(q, t; q, t)C+

2µ(a, at/q; q, t)

C0
4µ2

(at; q, t)C−µ
(
q2, t; q2, t

)
C+
µ

(
aq, at/q; q2, t

)
=
(
a3qt2

)|µ|
q8n(µ′)t−6n(µ)

C−µ
(
q, qt; q2, t

)
C+
µ

(
a, at; q2, t

)
C0

2µ2

(
at; q2, t

) ,

where the last line follows from (2.12a). Also

1

∆0
2µ(at/q|b; q, t; p)

= (aqt)−2|µ|q−8n(µ′)t4n(µ) 1

∆0
2µ(at/q|bp; q, t; p)

,

and thus

lim
p→0

1

∆0
2µ(at/q|(qt/p)1/2; q, t; p)

= (aqt)−2|µ|q−8n(µ′)t4n(µ).

The identity (7.11) now follows from Lemma 7.1. �

Before stating our second summation formula for Φλ we remark that if instead of specialising
λ = (0, λ) in (7.9) we take λ = (λ, 0) and then swap p and q, we obtain the following higher-
dimensional analogue of (2.19a):

∑
µ

C−µ
(
pqt; q2, t2; p2

)
C+
µ

(
aq2/t2; q2, t2; p2

)
C0

2µ2

(
ap2q2; q2, t2; p4

) 〈
λ

µ

〉
[a,pt/q];q2,t2;p2

=
∆λ

(
a|– ; q2, t2; p4

)
∆λ

(
a|– ; q2, t2; p2

) .
Our second theorem generalises (2.19d), obtained by taking λ = (N) and replacing (a, b) 7→(
−a/bp, b2pq

)
.

Theorem 7.5. For λ a partition,

Φλ

(
aq; a,−aqt,−at; q2, t2; p2

)
=

∆λ(at/q|– ; q,−t; p)
∆λ

(
a2t2/q2|t/pq; q2, t2; p2

) . (7.12)
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Proof. The proof is basically the same as that of Theorem 7.3. Inverting (5.18) using (4.42),
we have∑

µ

C−µ
(
pqt; t2; p2, q2

)
C+
µ

(
a2p2q2/t2; t2; p2, q2

)
C0

2µ2(−apq;−t; p, q)

〈
λ

µ

〉
[a2,t/pq];t2;p2,q2

=
∆λ(a|– ;−t; p, q)

∆λ

(
a2|– ; t2; p2, q2

) .
Taking λ = (0, λ), noting that by (2.12)

C0
2µ2(−apq; q,−t; p) = C0

µ

(
−apq,−apq2, apq/t, apq2/t; q2, t2; p

)
,

and finally dividing both sides by ∆0
λ

(
a2|t/pq; q2, t2; p2

)
, we obtain (7.12) with a 7→ aq/t. �

The p → 0 limit of (7.12) yields a generalisation of the following quadratic summation due
to Bressoud, Ismail and Stanton [4, equation (2.1)]:

φ4 3

[
a, aq, b2q2N−2, q−2N

a2, b, bq
; q2, q2

]
=

aN (1− b/q)(−q, b/a; q)N(
1− bq2N−1

)
(−a, b/q; q)N

. (7.13)

Corollary 7.6. For λ a partition,

Φλ

(
aq; a, aqt, at; q2, t2

)
= (−a)|λ|t−2n(λ)C

−
λ (−q,−t; q, t)C+

λ (a, at/q; q, t)

C0
2λ2

(at; q, t)
. (7.14)

We note that for λ = (N) and (a, t) 7→ (−a, b/a) this is (7.13) and that in going from (7.12)
to (7.14) the parameter t has been replaced by −t.

The proof of Corollary 7.6 proceeds along the same lines as the proof of Corollary 7.4, and
we omit the details.

8 Proof of Theorem 1.2

In Section 1 we stated (1.12) as a corollary of (1.8), but in fact both results are equivalent,
and proving (1.12) for fixed m, r and all n > r is the same as proving (1.8) for fixed m, r. To
avoid the use of virtual Koornwinder polynomials in our proof, we will in the following establish
Corollary 1.3 instead of Theorem 1.2.

The first step in our proof is to dualise the three claims of Corollary 1.3, an approach that
was also utilised in [42] to prove bounded Littlewood identities for Macdonald polynomials.

Let x := (x1, . . . , xn) and y := (y1, . . . , ym). By the complementation symmetry (4.8) and
homogeneity of the Macdonald polynomials, the (dual) Cauchy identity (4.6) can be written in
the form (see also [32])

∑
µ⊂(mn)

(−1)|µ|P(mn)−µ(x; q, t)Pµ′(y; t, q) =

n∏
i=1

m∏
j=1

(xi − yj).

Replacing n 7→ 2n and then specialising xi+n = x−1
i for all 1 6 i 6 n yields

∑
µ⊂(m2n)

(−1)|µ|P(m2n)−µ
(
x±; q, t

)
Pµ′(y; t, q) =

n∏
i=1

m∏
j=1

x−1
i (xi − yj)(1− xiyj).

Up to the simple factor (−1)mn(y1 · · · ym)n the right-hand side coincides with the right-hand
side of the Cauchy identity (4.26) for Koornwinder polynomials. Correcting for this factor, we
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can thus equate the respective left-hand sides, resulting in∑
µ⊂(m2n)

(−1)|µ|P(m2n)−µ
(
x±; q, t

)
Pµ′(y; t, q)

=
∑

ν⊂(mn)

(−1)mn+|ν|K(mn)−ν(x; q, t; t)(y1 · · · ym)nKν′(y; t, q; t). (8.1)

Let r be an integer such that 0 6 r 6 n, λ a partition contained in (mr), and s := 2n−r > n.
Extracting the coefficient of

K(mr)−λ(x; q, t; t)P(sm)(y; t, q)

in (8.1) picks out the term µ = (ms) in the sum on the left and

ν = (m, . . . ,m︸ ︷︷ ︸
n−r times

, λ1, . . . , λr)

in the sum on the right. For such µ and ν,(
m2n

)
− µ = (mr) and ν ′ = λ′ +

(
Nm

)
,

where N := n− r. Hence[
K(mr)−λ(x; q, t; t)

]
P(mr)

(
x±; q, t

)
= (−1)|λ|

[
P(sm)(y; t, q)

]
(y1 · · · ym)nKλ′+(Nm)(y; t, q; t), (8.2)

where the reader is warned that in the above right-hand side we have not followed our earlier
convention, and

[
Pλ(y; t, q)

]
f(y) denotes the coefficient of Pλ(t, q) of f ∈ ΛGL(m).

Recall that in (4.7) we extended the Macdonald polynomials to arbitrary weights. Accord-
ingly, for k ∈ Z and µ ∈ P (m),

Pµ(y; q, t) = (y1 · · · ym)kP(µ1−k,...,µm−k)(y; q, t).

This implies that if f is an Sm-symmetric Laurent polynomial in y, then[
Pµ(y; t, q)

]
(y1 · · · ym)kf(y) =

[
P(µ1−k,...,µm−k)(y; t, q)

]
f(y).

Equation (8.2) therefore simplifies to[
K(mr)−λ(x; q, t; t)

]
P(mr)

(
x±; q, t

)
= (−1)|λ|

[
P(Nm)(y; t, q)

]
Kλ′+(Nm)(y; t, q; t),

where we recall that N := n − r > 0. Comparing this with (1.12) (where P (Bn,Cn)(q, t, s) and
P (Cn,Cn)(q, t, s) are given by (1.5)) it follows that we must prove three identities for[

P(Nm)(y; t, q)
]
Kλ′+(Nm)(y; t, q; t).

(Of course, by duality we only need to actually prove two identities.) To state these in the
simplest possible form we first define, in analogy with (6.2),

d (n)
λµ (q, t; t) :=

[
Pλ(x; q, t)

]
Kµ(x; q, t; t) ∈ Q(q, t, t0, t1, t2, t3) (8.3)

for λ ∈ P (n), µ ∈ P+(n). By (4.25), (6.1) and the homogeneity of the Macdonald polynomials,
these coefficients satisfy the symmetries

d (n)
λµ (q, t; t) = d (n)

λµ (1/q, 1/t; 1/t) = (−1)|λ|−|µ|d (n)
λµ (q, t;−t) = d (n)

(−λn,...,−λ1),µ(q, t; t), (8.4)
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where λ = (λ1, . . . , λn).
In the case of (1.12a) we need to show that

d (m)
(Nm),λ′+(Nm)

(
t, q; t1/2,−t1/2, (qt)1/2,−(qt)1/2

)
=

{
cλ
(
q−m, t−N ; q, t

)
if λ′ even,

0 otherwise,

where N is an arbitrary nonnegative integer and λ ∈ P+(m). Replacing

(m,λ, y1, . . . , ym, q, t) 7→ (n, λ′, x1, . . . , xn, t, q)

and defining

ĉ2λ(w, z; q, t) := c(λ′)2
(
z−1, w−1; t, q

)
,

this can be rewritten as

d (n)
(Nn),λ+(Nn)

(
q, t; q1/2,−q1/2, (qt)1/2,−(qt)1/2

)
=

{
ĉλ
(
qN , tn; q, t

)
if λ even,

0 otherwise,
(8.5)

where now λ ∈ P+(n). By (1.9a) and (2.10),

ĉ2λ(w, z; q, t) =
C0

2λ(z; q, t)

C0
2λ(qz/t; q, t)

C−λ
(
q; q2, t

)
C−λ
(
t; q2, t

) C+
λ

(
q2w2z2/t2; q2, t

)
C+
λ

(
qw2z2/t; q2, t

) .
Similarly, the dual case of (1.12b) translates to

d (n)
(Nn),λ+(Nn)

(
q, t; 1,−1, q1/2,−q1/2

)
=

{
d̂λ
(
qN , tn; q, t

)
if λ′ even,

0 otherwise,
(8.6)

with N and λ as above, and

d̂λ2(w, z; q, t) = d2λ′
(
z−1, w−1; t, q

)
=

C0
λ2(z; q, t)

C0
λ2

(qz/t; q, t)

C−λ
(
qt; q, t2

)
C−λ
(
t2; q, t2

) C+
λ

(
qw2z2/t4; q, t2

)
C+
λ

(
w2z2/t3; q, t2

) .
Finally, in the case of (1.12c) we get

d (n)
(Nn),λ+(Nn)

(
q2, t2;−1,−q,−t,−qt

)
= êλ

(
qN , tn; q, t

)
, (8.7)

where

êλ(w, z; q, t) = (−1)|λ|eλ′
(
z−1, w−1; t, q

)
=

C0
λ

(
z2; q2, t2

)
C0
λ

(
q2z2/t2; q2, t2

) C−λ (−q; q, t)
C−λ (t; q, t)

C+
λ

(
qw2z2/t2; q, t

)
C+
λ

(
−w2z2/t; q, t

) .
By (8.4) we also have the companion identity

d (n)
(Nn),λ+(Nn)

(
q2, t2; 1, q, t, qt

)
= (−1)|λ|êλ

(
qN , tn; q, t

)
.

In the following it will be convenient to define

D(N,n)
λ (q, t; t0 : t1, t2, t3) :=

(
t0q

N tn−1
)|λ|

t−n(λ)d (n)
(Nn),λ+(Nn)(q, t; t)

×
C0
λ

(
qtn−1; q, t

)
C−λ (t; q, t)C+

λ

(
t0t1t2t3q

2N−1t2n−2; q, t
)

C0
λ

(
tn, qN+1tn−1, t0t1qN tn−1, t0t2qN tn−1, t0t3qN tn−1; q, t

) , (8.8)
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for λ ∈ P+(n). The colon between t0 and t1, t2, t3 indicates the absence of full S4-symmetry.
Combining (4.24) with Corollary 6.2 then gives

D(N,n)
λ (q, t; t0 : t1, t2, t3)

=
∑
µ⊂λ

(
(−1)|µ|q−n(µ′)tn(µ)

C0
µ

(
qtn−1; q, t

)
C−µ (t; q, t)C+

µ

(
t0t1t2t3q

2N−1t2n−2; q, t
)

C0
µ

(
tn, qN+1tn−1, t0t1qN tn−1, t0t2qN tn−1, t0t3qN tn−1; q, t

)
×
[
λ

µ

]
q,t,(t0t1t2t3q2N−1t2n−2)1/2

C (n)
(Nn),µ+(Nn)(q, t, t0)

)
,

where we have also used (2.13) (with p = 0) and (4.22), as well as the definitions (6.2) and (6.3).

Recalling that C (n)
λ,µ(q, t, t0) is a function of t20, it follows from (6.7) that

D(N,n)
λ

(
q, t;−q1/2 :−q1/2t1,−q1/2t2,−q1/2t3

)
=
∑
µ⊂λ

(
(−1)|µ|q−n(µ′)tn(µ)

[
λ

µ

]
q,t,(t1t2t3q2N+1t2n−2)1/2

×
C+
µ

(
q2N+1t2n−2, t1t2t3q

2N−1t2n−2; q, t
)

C0
µ(qN+1tn−1, t1qN+1tn−1, t2qN+1tn−1, t3qN+1tn−1; q, t)

)
= Φλ

(
qN+1tn−1; t1q

N+1tn−1, t2q
N+1tn−1, t3q

N+1tn−1; q, t
)
, (8.9)

with Φλ defined in (7.2). If we specialise {t1, t2, t3} =
{
−1, t1/2,−t1/2

}
then, by Corollary 7.4,

D(N,n)
λ

(
q, t;−q1/2 :q1/2,−(qt)1/2, (qt)1/2

)
=
(
q2N+1t2n−2

)|µ|
t−2n(µ)

C−µ
(
q, qt; q2, t

)
C+
µ

(
q2N+2t2n−2, q2N+2t2n−1; q2, t

)
C0

2µ2

(
q2N+2t2n−1; q2, t

)
if λ = 2µ and 0 otherwise. By (8.8) the non-vanishing case finally gives

d (n)
(Nn),λ+(Nn)

(
q, t; q1/2,−q1/2, (qt)1/2,−(qt)1/2

)
=

C0
2µ

(
tn; q, t

)
C−µ
(
q; q2, t

)
C+
µ

(
q2N+2t2n−2; q2, t

)
C0

2µ

(
qtn−1; q, t

)
C−µ
(
t; q2, t

)
C+
µ

(
q2N+1t2n−1; q2, t

)
= ĉλ

(
qN , tn; q, t

)
,

where we have also used (2.12) to simplify the C-symbols in the second line. This completes the
proof of (8.5) and, by duality, that of (8.6).

To prove the identity (8.7), we replace (q, t) 7→
(
q2, t2

)
in (8.9) and then make the speciali-

sation {t1, t2, t3} = {1/q, t, t/q}. This gives

D(N,n)
λ

(
q2, t2;−q :−1,−t,−qt

)
= Φλ

(
q2N+2t2n−2; q2N+1t2n−2, q2N+2t2n−1, q2N+1t2n−1; q2, t2

)
.

By Corollary 7.6 this series on the right once again can be summed to yield

D(N,n)
λ

(
q2, t2;−q :−1,−qt,−t

)
=
(
−q2N+1t2n−2

)|λ|
t−2n(λ)C

−
λ (−q,−t; q, t)C+

λ

(
q2N+1t2n−2, q2N t2n−1; q, t

)
C0

2λ2

(
q2N+1t2n−1; q, t

) ,

and hence by (8.8) and (2.12),

d (n)
(Nn),λ+(Nn)

(
q2, t2;−1,−q,−t,−qt

)
=

C0
λ

(
t2n; q2, t2

)
C−λ (−q; q, t)C+

λ (a/q; q, t)

C0
λ

(
q2t2n−2; q2, t2

)
C−λ (t; q, t)C+

λ

(
−at/q2; q, t

)
= êλ

(
qN , tn; q, t

)
.
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9 Open problems

The problem with proving the branching rule of Conjecture 1.4 is that it requires the following
curious identity for the basic hypergeometric function

Φλ

(
(aq)1/2;−(aq)1/2, (at)1/2,−(at)1/2; q, t

)
.

Conjecture 9.1. For λ a partition∑
µ⊂λ

(−1)|µ|q−n(µ′)tn(µ)
C+
µ (a, at/q; q, t)

C0
µ

(
aq, at; q2, t2

)[λ
µ

]
q,t,(at/q)1/2

=

a
|λ|/2q2n̂o(λ′)−2n̂e(λ′)t−2no(λ)C

−,e
λ (q, t; q, t)C+,e

λ (a, at/q; q, t)

C0
λ

(
aq, at; q2, t2

) if 2-core(λ) = 0,

0 otherwise.

(9.1)

For λ = (N) this is (7.10) with b replaced by at. By the p = 0 case of (7.5) it follows that, up
to a rescaling of a, (9.1) is invariant under conjugation of λ′. Hence it also holds for λ = (1n).
Since the elliptic hypergeometric series

Φλ

(
(aq)1/2;−(aq)1/2, (at)1/2,−(at)1/2; q, t; p

)
is not very-well poised, it remains unclear what the elliptic analogue Conjecture 9.1 should be.
Another obvious special case arises when t = q, in which case we can use the determinantal
expression (4.23) for the generalised binomial coefficients. Up to an overall factor, the left-hand
side of (9.1) for a 7→ at2n−2 may then be written as

κ1∑
ν1,...,νn=0

∏
16i<j6n

(
qνi − qνj+1

)(
1− aqνi+νj

) det
16i,j6n

((
aqκi , q−κi ; q

)
νj

(
a; q2

)
νj

(q, a; q)νj
(
aq; q2

)
νj

qνj

)
,

where κi := λi +n− i. It is again unclear why this vanishes unless λ ∈ P+(n) has empty 2-core.
We conclude with several conjectures closely related to Conjecture 9.1, such as new vanishing

integrals in the sense of [35, 41] and a number of new Littlewood-type identities.
Let

dT (x) :=
1

2nn!(2πi)n
dx1

x1
· · · dxn

xn

and, for |a|, |b|, |q|, |t| < 1,

Zn(a, b; q, t) :=

∫
Tn

n∏
i=1

(
x±2
i ; q

)
∞(

ax±2
i , bx±2

i ; q2
)
∞

∏
16i<j6n

(
x±i x

±
j ; q
)
∞(

tx±i x
±
j ; q
)
∞

dT (x)

=
n∏
i=1

(
t, abtn+i−2; q

)
∞(

q, ti,−ati−1,−bti−1; q
)
∞
(
abt2i−2; q2

)2
∞

,

where the explicit evaluation is a special case of Gustafson’s BCn analogue of the Askey–Wilson
integral [14].

Conjecture 9.2 (vanishing integral). Let λ ∈ P+(2n) and a, b, q, t ∈ C such that |a|, |b|, |q|,
|t| < 1. Then

Iλ
(
a, b; q, t, tn

)
:=

1

Zn(a, b; q, t)

×
∫
Tn

Pλ
(
x±1 , . . . , x

±
n ; q, t

) n∏
i=1

(
x±2
i ; q

)
∞(

ax±2
i , bx±2

i ; q2
)
∞

∏
16i<j6n

(
x±i x

±
j ; q
)
∞(

tx±i x
±
j ; q
)
∞

dT (x) (9.2)
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vanishes unless 2-core(λ) = 0. Moreover

Iλ(q, t; q, t, T ) = qn
e(λ′)−no(λ′)t2n̂

o(λ)−2n̂e(λ) C0,e
λ

(
T 2; q, t

)
C0,o
λ

(
qT 2/t; q, t

) C−,eλ (q; q, t)

C−,oλ (t; q, t)
(9.3a)

and

Iλ(1, qt; q, t, T ) =
uλ(q, t) + vλ(q, t)T

1 + T

C0,e
λ (T 2; q, t)

C0,o
λ

(
qT 2/t; q, t

) C−,eλ (q; q, t)

C−,oλ (t; q, t)
, (9.3b)

where

uλ(q, t) := q2n̂o(λ′)−2n̂e(λ′)tn
e(λ)−no(λ),

vλ(q, t) := q2ne(λ′)+2n̂e(λ′)−2no(λ′)−2n̂o(λ′)t4n̂
o(λ)−4n̂e(λ)+no(λ)−ne(λ).

That the integral on the right of (9.2) depends on n only through tn follows from the fact
that this integral is equal to the T = tn instance of[

K̃0

(
x1, . . . , xn; q, t, T ; a1/2,−a1/2, b1/2,−b1/2

)]
Pλ
(
x±1 , . . . , x

±
n ; q, t

)
with K̃λ the lifted Koornwinder polynomial (4.27), see [35].

When t = q we have a proof of the vanishing part of the conjecture and alternative expres-
sions for the right-hand sides of (9.3a) and (9.3b) in terms of pfaffians. Define Iλ(a, b; q, T ) :=
Iλ(a, b; q, q, T ) and Zn(a, b; q) := Zn(a, b; q, q).

Proposition 9.3. Let λ ∈ P+(2n) and a, b, q ∈ C such that |a|, |b|, |q| < 1. Then∫
Tn

sλ
(
x±1 , . . . , x

±
n

) n∏
i=1

(
x±2
i ; q

)
∞(

ax±2
i , bx±2

i ; q2
)
∞

∏
16i<j6n

(
1− x±i x

±
j

)
dT (x) (9.4)

vanishes unless λ has empty 2-core. Moreover,

Iλ
(
q, q; q, qn

)
=

n∏
i=1

(
1− q2i−1

)2n−2i+1(
1− q2i

)2n−2i

× pf
16i,j62n

(
q(λi−λj−i+j−1)/2

1− qλi−λj−i+j
χ(λi − λj − i+ j is odd)

)
(9.5a)

and

Iλ
(
1, q2; q, qn

)
=

1

2n
2

1 + qn

n∏
i=1

(1− q2i−1)2n−2i+1

(1− q2i)2n−2i

× pf
16i,j62n

(
1 + qλi−λj−i+j

1− qλi−λj−i+j
χ(λi − λj − i+ j is odd)

)
. (9.5b)

Before we prove this, we remark that for any fixed choice of partition λ with empty 2-core each
of the above two pfaffians can be written as an n× n determinant containing the non-vanishing
entries, up to sign. For example,

I(r2n)

(
q, q; q, qn

)
=

n∏
i=1

(
1− q2i−1

)2n−2i+1(
1− q2i

)2n−2i
pf

16i,j62n

(
q(j−i−1)/2

1− qj−i
χ(j − i is odd)

)

=

n∏
i=1

(1− q2i−1)2n−2i+1

(1− q2i)2n−2i
det

16i,j6n

(
(−1)j−iqj−i

1− q2j−2i+1

)
= 1.
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We do not know, however, how to compute the pfaffian for arbitrary λ. Of course, from (9.3a)
it follows that we must have

n∏
i=1

(
1− q2i−1

)2n−2i+1(
1− q2i

)2n−2i
pf

16i,j62n

(
q(λi−λj−i+j−1)/2

1− qλi−λj−i+j
χ(λi − λj − i+ j is odd)

)

= qn
e(λ′)−no(λ′)+2n̂o(λ)−2n̂e(λ)C

0,e
λ

(
q2n; q, q

)
C0,o
λ

(
q2n; q, q

) C−,eλ (q; q, q)

C−,oλ (q; q, q)
,

with a similar result for the second pfaffian.

Proof of Proposition 9.3. Using (3.1) to express the Schur function sλ as a determinant, we
have

Iλ
(
a, b; q, qn

)
=

1

Zn(a, b; q)

∫
Tn

det
16i,j62n

(
y
λj+2n−j
i

) n∏
i=1

x−1
i θ
(
x2
i ; q
)(

ax±2
i , bx±2

i ; q2
)
∞

dT (x), (9.6)

where y = (x1, x
−1
1 , . . . , xn, x

−1
n ). Let

(
aij(x)

)
be a 2n× 2n matrix such that a2i−1,j(x) = φj(xi)

and a2i,j(x) = ψj(xi). Then [6, equation (7.3)]

1

n!

∫
det

16i,j62n

(
aij(x)

)
dµ(x1) · · · dµ(xn) = pf

16i,j62n

(∫ (
φi(x)ψj(x)− φj(x)ψi(x)

)
dµ(x)

)
.

Applying this to (9.6) yields

Iλ
(
a, b; q, qn

)
=

1

2nZn(a, b; q)

× pf
16i,j62n

(
1

2πi

∫
T

(
zλi−λj−i+j − zλj−λi+i−j

) z−1θ(z2; q)(
az±2, bz±2; q2

)
∞

dz

z

)
.

The (i, j)-entry of above pfaffian vanishes if λi−λj− i+ j is even. For the pfaffian to not vanish
the set

{λ1 + 2n− 1, . . . , λ′2n−1 + 1, λ2n}

must thus have n even and n odd elements. By Lemma 2.1 this is exactly the case if λ has
empty 2-core, which settles the non-vanishing part of the proposition.

For the second part, we take a = q1−α and b = qα+1 with α ∈ {0, 1} so that

θ(z2; q)(
az±2, bz±2; q2

)2
∞

=
θ
(
qαz2; q2

)
θ
(
qα+1z2; q2

)
∞
.

Assume now that λi−λj−i+j is odd, say 2k+1. Then the (i, j)-entry of the pfaffian is given by

1

2πi

∫
T

(
z2k+1 − z−2k−1

)z−1θ
(
qαz2; q2

)
θ
(
qα+1z2; q2

) dz

z
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=
1

2πi

∞∑
i,j=0

∫
T

(
z2k+1 − z−2k−1

)
z2i−2j−1qi+j+α(i−j)

(
1/q; q2

)
i

(
q; q2

)
j(

q2; q2
)
i

(
q2; q2

)
j

dz

z

=
∞∑
i=0

q2i−(α−1)k

(
1/q; q2

)
i

(
q; q2

)
i+k(

q2; q2
)
i

(
q2; q2

)
i+k

−
∞∑
i=0

q2i+(α−1)(k+1)

(
1/q; q2

)
i

(
q; q2

)
i−k−1(

q2; q2
)
i

(
q2; q2

)
i−k−1

=
q−(α−1)k

1− q2k+1

(
q; q2

)
∞(

q2; q2
)
∞
− q(α−1)(k+1)

1− q−2k−1

(
q; q2

)
∞(

q2; q2
)
∞

=
q−(α−1)k + qα+(α+1)k

1− q2k+1

(
q; q2

)2
∞(

q2; q2
)2
∞

,

where the second equality follows from double use of the q-binomial theorem [13, equation (II.3)]

1φ0(a; – ; q, z) =
(az; q)∞
(z; q)∞

and the second-last equality from the q-Gauss sum [13, equation (II.8)]

2φ1(a, b; c; q, z) =
(c/a, c/b; q)∞
(c, c/ab; q)∞

.

Since

Zn
(
q1−α, qα+1; q

)
=

1 + qαn

2

( (
q; q2

)
∞(

q2; q2
)
∞

)2n n∏
i=1

(
1− q2i

)2n−2i(
1− q2i−1

)2n−2i+1
,

we obtain (9.5a) and (9.5b). �

By [42, Proposition 4.9] the integrals (9.3a) and (9.3b) are equivalent to a pair of bounded
Littlewood identities. To state these we define, for λ a partition such that 2-core(λ) = 0,

κ
(1)
λ (z; q, t) := qn

e(λ′)−no(λ′)t2n̂
o(λ)−2n̂e(λ)

(q
t

)|λ|/2 C0,e
λ

(
z2; q, t

)
C0,o
λ

(
z2q/t; q, t

) C−,eλ (t; q, t)

C−,oλ (q; q, t)
,

κ
(2)
λ (z; q, t) :=

q2n̂o(λ′)−2n̂e(λ′)tn
e(λ)−no(λ) + zq4n̂e(λ′)−4no(λ′)t2n

o(λ)+3n̂o(λ)−5n̂e(λ)

1 + z

×
(q
t

)|λ|/2 C0,e
λ

(
z2; q, t

)
C0,o
λ

(
z2q/t; q, t

) C−,eλ (t; q, t)

C−,oλ (q; q, t)
,

and set κ
(1)
λ (z; q, t) = κ

(2)
λ (z; q, t) = 0 if λ has a non-trivial 2-core. As follows from Lem-

mas 2.2 and 2.3, in the non-vanishing case these two functions are related to Iλ(q, t; q, t, T ) and
Iλ(1, qt; q, t, T ) as conjectured on the right-hand side of (9.3) via

κ
(1)
λ (z; q, t) = Iλ′(t, q; t, q, 1/z) and κ

(2)
λ (z; q, t) = Iλ′(1, qt; t, q, 1/z).

Conjecture 9.4 (bounded Littlewood identities). For m, n nonnegative integers,∑
λ∈P+(n)

κ
(1)
λ (q−m; q, t)Pλ(x; q, t) = (x1 · · ·xn)mK(mn)

(
x; q, t; q1/2,−q1/2, t1/2,−t1/2

)
and ∑

λ∈P+(n)

κ
(2)
λ (q−m; q, t)Pλ(x; q, t) = (x1 · · ·xn)mK(mn)

(
x; q, t; 1,−1, (qt)1/2,−(qt)1/2

)
.
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Both κ
(1)
λ (q−m; q, t) and κ

(2)
λ (q−m; q, t) vanish if λ1 > 2m so that only partitions λ contained in

the rectangle ((2m)n) with 2-core(λ) = 0 contribute to the sum. We also remark that bounded
Littlewood identities and integrals such as (9.2) satisfy a duality in which the Koornwinder
parameters tr (for 0 6 r 6 t3) are mapped to −(qt)1/2/tr, see [42]. With respect to this duality
both vanishing integrals and bounded Littlewood identities are self-dual.

Finally, define

κ
(1)
λ (q, t) := lim

z→∞
κ

(1)
λ (z; q, t) = q2n̂o(λ′)−2n̂e(λ′)tn

e(λ)−no(λ) C
−,e
λ (t; q, t)

C−,oλ (q; q, t)
,

κ
(2)
λ (q, t) := lim

z→∞
κ

(2)
λ (z; q, t) = qn

e(λ′)−no(λ′)t2n̂
o(λ)−2n̂e(λ) C

−,e
λ (t; q, t)

C−,oλ (q; q, t)
.

In the large-m,n limit, Conjecture 9.4 then simplifies to the following pair of unbounded Little-
wood identities.

Conjecture 9.5 (Littlewood identities). We have∑
λ

κ
(1)
λ (q, t)Pλ(x; q, t) =

∏
i>1

(
tx2
i ; q

2
)
∞(

x2
i ; q

2
)
∞

∏
i<j

(txixj ; q)∞
(xixj ; q)∞

and ∑
λ

κ
(2)
λ (q, t)Pλ(x; q, t) =

∏
i>1

(
qtx2

i ; q
2
)
∞(

qx2
i ; q

2
)
∞

∏
i<j

(txixj ; q)∞
(xixj ; q)∞

.

The above identities are no longer self-dual and, as follows from Lemma 2.3 and (4.11) as
well as Lemma 9.6 below, they form a dual pair with respect to ωq,t.

Lemma 9.6. Let ωq,t be the automorphism of ΛQ(q,t) given by (4.10). Then

ωq,t

(∏
i>1

(
tx2
i ; q

2
)
∞(

x2
i ; q

2
)
∞

∏
i<j

(txixj ; q)∞
(xixj ; q)∞

)
=
∏
i>1

(
qtx2

i ; t
2
)
∞(

tx2
i ; t

2
)
∞

∏
i<j

(qxixj ; t)∞
(xixj ; t)∞

.

Proof. We have

L(a; q, t) :=
∏
i>1

(atx2
i ; q

2)∞
(ax2

i ; q
2)∞

∏
i<j

(txixj ; q)∞
(xixj ; q)∞

=
∑
r>0

(∑
i>1

(
log
(
1− q2ratx2

i

)
− log

(
1− aq2rx2

i

))
+
∑
i<j

(
log
(
1− qrtxixj

)
− log

(
1− qrxixj

)))
.

Using log(1 − x) = −
∑

n>1 x
n/n, the sum over r can be carried out by the geometric series.

Since
∑

i<j(xixj)
n = (p2

n − p2n)/2, we thus find

L(a; q, t) =
∑
n>1

1− tn

n

(
anp2n

1− q2n
+

1

2

p2
n − p2n

1− qn

)
.

In particular,

L(q; q, t) =
1

2

∑
n>1

1− tn

n

(
p2
n

1− qn
− p2n

1 + qn

)
.
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and

L(1; q, t) =
1

2

∑
n>1

1− tn

n

(
p2
n

1− qn
+

p2n

1 + qn

)
.

Applying ωq,t to this last expression yields

L(1; q, t) =
1

2

∑
n>1

1− qn

n

(
p2
n

1− tn
− p2n

1 + tn

)
= L(t; t, q),

completing the proof. �

Postscript

One of the referees posed the question as to how the branching rule (1.12a) compares to
conjectural branching formulas of Hoshino and Shiraishi [15] between certain type A and C
asymptotically-free eigenfunctions of Macdonald operators. In this postscript we address the
referee’s question.

Hoshino and Shiraishi [15, Section 9] considered functions

ϕ̃(A2n−1)(s|x|q, t) and ϕ(Cn)(s|x|q, t),

where s = (s1, . . . , sn) and x = (x1, . . . , xn), such that for λ ∈ P+(n)

xλϕ̃(A2n−1)
(
tnqλ1 , . . . , tqλn |x|q, t

)
= Pλ

(
x±; q, t

)
, (9.7a)

xλϕ(Cn)
(
tnqλ1 , . . . , tqλn |x|q, t

)
= P

(Cn,Cn)
λ (x; q, t, t), (9.7b)

where xλ := xλ11 · · ·xλnn . Here we note that the function ϕ̃(A2n−1) arises by folding the asymp-
totically-free solution of the trigonometric Ruijsenaars model [30, 48] of rank 2n− 1, see [15] for
more details. In the rank-one case,

ϕ̃(A1)(s1|x1|q, t) = ϕ(C1)(s1|x1|q, t) = φ2 1

[
t, ts1

qs1
; q,

qx2
1

t

]
. (9.8)

Let θ = {θij}16i<j6n be a set of nonnegative integers and, for 1 6 i 6 n, define

φi :=

i−1∑
j=1

θji +

n∑
j=i+1

θij

and φ := (φ1, . . . , φn). Hoshino and Shiraishi considered the problem of determining the rational
functions en(s; θ; q, t) for n > 1, such that the following branching rule holds:

ϕ̃(A2n−1)(s|x|q, t) =
∑
θ

en(s; θ; q, t)ϕ(Cn)
(
sq−φ

∣∣x∣∣q, t)x−φ, (9.9)

where sq−φ :=
(
s1q
−φ1 , . . . , snq

−φn
)

and x−φ := x−φ11 · · ·x−φnn =
∏

16i<j6n(xixj)
−θij .

By (9.8), e1(s1; – ; q, t) = 1. In [15, Conjectures 9.12 and 9.13] Hoshino and Shiraishi made
the following two conjectures.

Conjecture 9.7. We have

e2(s1, s2; θ12; q, t) =

(
t, t/s1, t/s2, q

θ12+1/ts1s2; q
)
θ12(

q, q/s1, q/s2, qθ12/s1s2; q
)
θ12

(q
t

)θ12
,
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and

e3(s1, s2, s3; θ12, θ13, θ23; q, t) =

3∏
i=1

(t/si; q)φi
(q/si; q)φi

×
∏

16i<j63

(tsj/si, q
1−θj,6−i−jsj/tsi; q)θ1,5−j(

qsj/si, q−θj,6−i−jsj/si; q
)
θ1,5−j

(
t, q1+

∑
16k<l63 θkl/tsisj ; q

)
θij(

q, q
∑

16k<l63 θkl/sisj ; q
)
θij

(q
t

)θij
,

where θji := θij for 1 6 i < j 6 3.

To now answer the question of the referee, we first notice that (9.7b) can be used to define

P
(Cn,Cn)
λ (x; q, t, t) for integer sequences λ = (λ1, . . . , λn) that are not necessarily partitions.

In (9.9) we can then specialise si = qλitn−i+1 for 1 6 i 6 n, multiply both sides by xλ, and
use (9.7a) and (9.7b), to obtain

Pλ(x±; q, t) =
∑
θ

en
(
qλ1tn, . . . , qλnt; θ; q, t

)
P

(Cn,Cn)
(λ1−φ1,...,λn−φn)(x; q, t, t).

Assuming Conjecture 9.7,

e2

(
qλ1t2, qλ2t; θ12; q, t

)
= 0

unless θ12 6 λ2, and

e3

(
qλ1t3, qλ2t2, qλ3t; θ12, θ13, θ23; q, t

)
= 0

unless θ12 6 λ2 − λ3, θ13 6 λ1 − λ2 and θ13 + θ23 6 λ3. For n = 2 this implies that λ1 − φ1 =
λ1 − θ12 > 0, and for n = 3 it implies

(λ1 − φ1)− (λ2 − φ2) = λ1 − λ2 − θ13 + θ23 > θ23 > 0,

(λ2 − φ2)− (λ3 − φ3) = λ2 − λ3 − θ12 + θ13 > θ13 > 0,

λ3 − φ3 = λ3 − θ13 − θ23 > 0.

It is thus reasonable to conjecture that

en
(
qλ1tn, . . . , qλnt; θ; q, t

)
= 0

if (λ1 − φ1, . . . , λn − φn) /∈ P+(n), so that

Pλ(x±; q, t) =
∑
θ

(λ1−φ1,...,λn−φn)∈P+(n)

en
(
qλ1tn, . . . , qλnt; θ; q, t

)
P

(Cn,Cn)
(λ1−φ1,...,λn−φn)(x; q, t, t).

If λ = (mr) for 0 6 r 6 n we may compare the above with the branching rule (1.12a). Let
ρ := br/2c, In := {(i, j) : 1 6 i < j 6 n},

Jr := {(r − 2i+ 1, r − 2i+ 2): 1 6 i 6 ρ} and J̄r,n := In \ Jr.

It then follows from (1.12a) that

en
(
qmtn, . . . , qmtn−r+1, tn−r, . . . , t; θ; q, t

)
is non-vanishing if and only if

θij = 0 for (i, j) ∈ J̄n,r,
m > θr−1,r > θr−3,r−2 > · · · > θr−2ρ+1,r−2ρ+2 > 0,
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in which case

φr−2i+1 = φ2−2i+2 = θr−2i+1,2i−2i+2 for 1 6 i 6 ρ,

φi = 0 otherwise.

Moreover, for such non-vanishing θ we have the following identification of en and the function cλ2
defined in (1.9a). Let µ ⊂ (mr) such that µ′ is even (i.e., µ = λ2) and let θ be fixed in terms of
µ (or λ) as

θr−2i+1,r−2i+2 = µ2i−1 = λi for 1 6 i 6 ρ,

θij = 0 for (i, j) ∈ J̄n,r.

Then

en
(
qmtn, . . . , qmtn−r+1, tn−r, . . . , t; θ; q, t

)
= cλ2

(
q−m, t−(n−r); q, t

)
. (9.10)

It is readily checked that the rational functions e2 and e3 of Conjecture 9.7 satisfy (9.10),
showing that the conjecture is consistent with the branching rule (1.12a). In particular, we have
the slightly more general

e2

(
t2s, t; θ12; q, t

)
= δθ12,0,

e2

(
t2s, ts; θ12; q, t

)
= c(θ12,θ12)(1/s, 1; q, t)

and

e3

(
t3s, t2, t; θ12, θ13, θ23; q, t

)
= δθ12,0δθ13,0δθ23,0,

e3

(
t3s, t2s, t; θ12, θ13, θ23; q, t

)
= c(θ12,θ12)(1/s, 1/t; q, t)δθ13,0δθ23,0,

e3

(
t3s, t2s, ts; θ12, θ13, θ23; q, t

)
= c(θ23,θ23)(1/s, 1; q, t)δθ12,0δθ13,0.
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